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Random walks
Syllabus

Brownian motion Swimming of E. coli

Polymer random coils

J. Phys. A: Math. Theor. 42 (2009) 434013 L Mirny et al

..ATTATGCATGACGAT..

(B)(A)

Figure 1. (A) Schematic representation of the protein–DNA search problem. The protein (yellow)
must find its target site (red) on a long DNA molecule confined within the cell nucleoid (in bacteria)
or cell nucleus (in eukaryotes). Compare with figure 9(A) which shows confined DNA. (B) The
target site must be recognized with 1 base-pair (0.34 nm) precision, as displacement by 1 bp results
in a different sequence and consequently a different site.
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Figure 2. (A) The mechanism of facilitated diffusion. The search process consists of alternating
rounds of 3D and 1D diffusion, each with average duration τ3D and τ1D, respectively. (B) The
antenna effect [9]. During 1D diffusion (sliding) along DNA, a protein visits on average n̄ sites.
This allows the protein to associate some distance ∼n̄ away from the target site and reach it by
sliding, effectively increasing the reaction cross-section from 1bp to ∼n̄. The antenna effect is
responsible for the speed-up by facilitated diffusion.

1.3. History of the problem: theory

To resolve this discrepancy, one possible mechanism of facilitated diffusion that includes both
3D diffusion and effectively 1D diffusion of protein along DNA (the 1D/3D mechanism) was
suggested. This mechanism was first proposed and dismissed by Riggs et al [1] but was soon
revived and rigorously studied by Richter and Eigen [3], then further expanded and corrected
by Berg and Blomberg [4] and finally developed by Berg et al [5]. The basic idea of the 1D/3D
mechanism is that while searching for its target site, the protein repeatedly binds and unbinds
DNA and, while bound non-specifically, slides along the DNA, undergoing one-dimensional
(1D) Brownian motion or a random walk. Upon dissociation from the DNA, the protein
diffuses three dimensionally in solution and binds to the DNA in a different place for the next
round of one-dimensional searching (figure 2(A)).

During 1D sliding the protein is kept on DNA by the binding energy to non-specific
DNA. This energy has been measured for several DNA-binding proteins and has a range
of 10–15 kBT (at physiological salt concentration), was shown to be driven primarily by
screened electrostatic interactions between charged DNA and protein molecules [6], and

3
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Protein filaments

Actin filament

Microtubule

Cargo transport
Segregation of 
chromosomes

during cell division
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Viruses

assembly of
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Structural colors

H. Wang and K-Q. Zhang, Sensors (2013) H. Cao, Yale
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Structure and form of
organs and plants 

Fig. 1. Experiments and observations of long leaf and ribbon morphology.
(A) Shape of a plantain lily Hosta lancifolia leaf showing the saddle-like shape
of the midsurface and the rippled edges. Dissection along the midrib leads to
a relief of the incompatible strain induced by differential longitudinal growth
and causes the midrib to straighten, except near the tip, consistent with the
notion that the shape is a result of elastic interactions of a growing plate.
The dashed red line is the original position of the midrib. (B) A foam ribbon
that is stretched beyond the elastic limit relaxes into a saddle shape when the
edge strain is β ∼ 5%, but relaxes into a rippled shape when the edge strain
is β ∼ 20%. (C) The observed lateral strain ϵ(y) is approximately parabolic for
the saddle-shaped ribbon but is localized more strongly to the edge for the
rippled ribbon.

potatoes; the edges lose water and dry out first, after which their
perimeter remains roughly constant. Additional drying of the inte-
rior causes the disk to shrink radially and thus leads to the potato
chip to form a saddle shape with crinkled edges. In all these varied
phenomena, it is the in-plane differential strain that results in the
observed complex undulatory morphologies.

Theory of a Growing Blade
Generalized Föppl–von Kármán Equations. To understand the obser-
vations and experiments described in the previous section, we
consider a naturally flat, stress-free, thin, isotropic, elastic plate
of thickness H , width 2W , and length 2L (H ≪ W < L) lying in
the xy plane (x along the length and the normal z in the thickness
direction). When such a plate grows inhomogeneously, different
parts of it are strained relative to one another. To quantify this

differential strain, we consider the deformation map that takes
a point on the center–surface of the flat plate with coordinates
(x, y, 0) to its deformed state (x+ux(x, y), y+uy(x, y), ζ(x, y)). Here,
(ux(x, y), uy(x, y)) is the in-plane displacement field and ζ(x, y) is the
out-of-plane displacement. Then any point in the plate (x, y, z) will
then be approximately mapped to (x + ux(x, y) + zζ,x, y + uy(x, y) +
zζ,y, z + ζ(x, y))†. Here and elsewhere A,x = ∂A/∂x. Then the in-
plane strain tensor associated with this deformation field is given
by ϵij = 1

2 (ui,j + uj,i) + 1
2 ζ,iζ,j, where i, j = x, y, and we have kept

only the leading order terms in the gradients of the in-plane and
out-of-plane displacement fields‡. The out-of-plane deformations
are characterized by the curvature tensor, which in its linearized
form, reads as κij = ζ,ij. The scale separation induced by the small
thickness of the plate allows for a linear decomposition of the
strain and curvature tensors to the sum of an elastic and a growth
component. Then ϵij = ϵe

ij + ϵ
g
ij − zκg

ij, where ϵe
ij(x, y) is the elastic

strain tensor and ϵ
g
ij(x, y) is the in-plane growth strain tensor, and

similarly, κij = ζ,ij = ζe
,ij + κ

g
ij with κ

g
ij the growth curvature tensor.

Assuming that the thin plate may be described as a linearly
elastic material with Young’s modulus E, Poisson’s ratio ν, it
has a 2D Young’s modulus S = EH and bending stiffness B =
EH3/12(1 − ν2). Then the balance of forces in the plane and out
of the plane for the thin plate lead to a generalized form of the
Föppl–von Kármán plate theory (9) given by

∇4Φ = −S(κG + λg) [1]

B∇4ζ =
[
ζ, Φ

]
− BΩg , [2]

where the operators ∇4A = A,xxxx + A,yyyy + 2A,xxyy and [A, B] =
A,xxB,yy + A,yyB,xx − 2A,xyB,xy. Φ is the Airy function that defines
the in-plane force per length according to Nx = Φ,yy, Ny = Φ,xx
and Nxy = −Φ,xy. Here Eq. 1 is the strain (in)compatibility
relation, whose right side that has two components: (i) metric
incompatibility due to the growth induced by Gaussian curvature
κG = 1

2 [ζ, ζ] = ζ,xxζ,yy − ζ2
,xy, and (ii) metric incompatibility due to

in-plane growth

λg = ϵg
xx,yy + ϵg

yy,xx − 2ϵg
xy,xy. [3]

Eq. 2 describes the balance of forces perpendicular to the sheet.
The left side is the pressure induced by plate bending, whereas
the first term on the right [ζ, Φ] = Nxκxx + Nyκyy + 2Nxyκxy is just
a generalized Laplace law due to the in-plane forces and the cur-
vature, and the second term on the right is the pressure induced
by variations in the growth curvature tensor,

Ωg =
(
κg

xx + νκg
yy
)

,xx +
(
κg

yy + νκg
xx
)

,yy + 2
(
1 − ν

)
κg

xy,xy. [4]

In general, the resulting strains (and stresses) feed back on the
growth processes eventually shutting them down, although we do
not consider this process here.

To complete the formulation of the problem, we need to specify
the form of the growth strain tensor ϵ

g
ij and the growth curvature

tensor κ
g
ij and some boundary conditions. Although a variety of

forms of the growth tensors may be biologically plausible, here
we restrict ourselves to a consideration of a single nonzero com-
ponent of the growth tensor so that ϵ

g
xx = ϵg(y), consistent with

our own observations and experiments as well as earlier exper-
iments (1, 3) on long, leafy blades with W < L. This leads to
excess longitudinal growth along the ribbon that varies in magni-
tude transversely. We choose the power law form ϵg(y) = β( y

W )n

† This is the leading order contribution from differential growth across the thickness of
the plate consistent with thin plate theory.

‡ This corresponds to the classical theory of weakly nonlinear deformations used in the
Föppl-von Kármán theory and is valid when ζx , ζy ≪ 1.

22050 www.pnas.org / cgi / doi / 10.1073 / pnas.0911954106 Liang and Mahadevan

Brain Gut

Plantain Lily leaf Bauhinia seed pods
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DNA Origami

C. E. Castro et al., Nature methods (2011)
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Katia Bertoldi is talking fast. She has only 
12 minutes to present her work in the 
burgeoning field of ‘extreme mechan-

ics’. But first, the Harvard University engineer smiles at the physicists 
gathered in Boston at the March 2012 meeting of the American Physical 
Society. She has to show them what she found in a toy shop.

Projected onto the screen, the Hoberman Twist-O looks like a hollow 
football made of garishly coloured plastic links. Twist it just so, however, 
and hinges between the links allow it to collapse into a ball a fraction of 
its original size. Twist it the other way, and it springs back open. Bertoldi 
explains that the Twist-O inspired her group to create a spherical device 
that collapses and re-expands, not with hinges but through mechanical 
instabilities: carefully designed weak spots that behave in a predictable 
way. Applications might include lightweight, self-assembling portable 
shelters or nanometre-scale drug-delivery capsules that would expand 
and release their cargo only after they had passed through the blood-
stream and reached their target. 

The challenge, Bertoldi says, is to figure out the exact instabilities a 

structure needs to achieve its desired behaviour. 
She quickly describes the necessary geometry 
and runs down a list of constraints. There are 

just 25 shapes that satisfy all the requirements, she explains, glossing 
over the months of computation it took to solve the problem. Then she 
starts a video to show the assembled throng the design that her team has 
come up with.

An image of a rubbery chartreuse ball with 24 carefully spaced round 
dimples (pictured) materializes on the screen. The test begins and the 
ball slowly collapses, each dimple squeezing shut as the structure twists 
into a smaller version of itself. There is a moment of silence, then eve-
ryone in the room begins to clap. 

Student engineers have always been taught that mechanical insta-
bilities are a problem to avoid. Such instabilities can quickly lead to 
structural failures — the collapse of a weight-bearing pillar, the crum-
pling of a flat steel plate or the buckling of a metal shell. From failures 
come disasters, such as the Second World War Liberty Ships that broke 
up while at sea. And the devilishly complex mathematical analysis of 

Mechanical instability is usually a problem that engineers 
try to avoid. But now some are using it to fold, stretch and 

crumple materials in remarkable ways.

B Y  K I M  K R I E G E R
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Elastic metamaterials

strain, leading to the formation of a periodic array of elongated,
almost closed ellipses, as shown in Fig. 2D for 3 ¼ "0.21. Since
the specimens are made of an elastomeric material, the process
is fully reversible and repeatable. Upon release of the applied
vertical displacement, the deformed structures recover their
original congurations.

Interestingly, Figs. 2C–D clearly shows that the porous
structures 3.6.3.6 and 3.4.6.4 buckle into a chiral pattern, while
the initially expanded congurations are non-chiral. Therefore,
in these two systems buckling acts as a reversible chiral
symmetry breaking mechanism. Despite many studies on
pattern formation induced by mechanical instabilities,15

relatively little is known about the use of buckling as a reversible
chiral symmetry breaking mechanism. Although several
processes have been recently reported to form chiral
patterns,19–23 all of these work only at a specic length-scale,
preventing their use for the formation of chiral structures over a
wide range of length scales, as required by applications.
Furthermore, most of these chiral symmetry breaking processes
are irreversible19–21 and only few systems have been demon-
strated to be capable of reversibly switching between non-chiral
and chiral congurations.22,23 Remarkably, since the mecha-
nism discovered here exploits a mechanical instability that is
scale independent, our results raise opportunities for reversible
chiral symmetry breaking over a wide range of length scales.

Both experiments and simulations reported in Fig. 2 clearly
indicate that the onset of instability is strongly affected by the
arrangement of the holes. A more quantitative comparison
between the response of the structures investigated in this
paper can be made by inspecting the evolution of stress during
both experiments and simulations (see Fig. 3). Although all
structures are characterized by roughly the same porosity, the

hole arrangement is found to strongly affect both the effective
modulus Ē (calculated as the initial slope of the stress–strain
curves reported in Fig. 3) and the critical strain 3cr (calculated as
the strain at which the stress–strain curves reported in Fig. 3
plateau), demonstrating that through a careful choice of the

Fig. 2 Numerical (left) and experimental (right) images of all four structures (4.4.4.4, 3.3.3.3.3.3, 3.6.3.6 and 3.4.6.4) at different levels of deformation: (A) 3¼ 0.00, (B)
3 ¼ "0.07, (C) 3 ¼ "0.15 and (D) 3 ¼ "0.21. All configurations are characterized by an initial void-volume-fraction j z 0.5. Scale bars: 20 mm.

Fig. 3 (A) Experimental and numerical stress–strain curves for the four struc-
tures. S denotes the nominal stress (calculated as force divided by the cross-
sectional area in the undeformed configuration). Dashed lines correspond to
experiments and solid lines to simulations. Note that for 3 < "0.20 the porous
structure 4.4.4.4. shows a stiffening behavior due to densification. A similar
response is observed also for the other three structures, but for larger values of
applied strain 3. (B) Table summarizing the mechanical properties of the four
periodic structures measured from experiments and simulations.

This journal is ª The Royal Society of Chemistry 2013 Soft Matter

Communication Soft Matter
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Fig. 3 (A) Experimental and numerical stress–strain curves for the four struc-
tures. S denotes the nominal stress (calculated as force divided by the cross-
sectional area in the undeformed configuration). Dashed lines correspond to
experiments and solid lines to simulations. Note that for 3 < "0.20 the porous
structure 4.4.4.4. shows a stiffening behavior due to densification. A similar
response is observed also for the other three structures, but for larger values of
applied strain 3. (B) Table summarizing the mechanical properties of the four
periodic structures measured from experiments and simulations.
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swelling of patterned gels

buckliball
phononic crystals
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Lecture 1 (9/17)
Brownian motion of small particles

History
1827 Robert Brown: observed irregular motion of 
small pollen grains suspended in water

1905-06 Albert Einstein, Marian Smoluchowski: 
microscopic description of Brownian motion and 
relation to diffusion equation
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steps
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x

-20
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N

Random walk on a 1D lattice

At each step particle jumps left or right with probability 1/2.

What is the probability p(x,N) that we find
particle at position x after N jumps? 

x

�`�2`�3`�4`�5` ` 2` 3` 4` 5`0

Probability that particle makes k jumps 
to the right and N-k jumps to the left 

obeys the binomial distribution
✓

N
k

◆
2�N

This corresponds to particle position
x = k`� (N � k)` = (2k �N)`

Therefore

p

✓
x = (2k �N)`, N

◆
=

✓
N

k

◆
2�N
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Random walk on a 1D lattice

x

�`�2`�3`�4`�5` ` 2` 3` 4` 5`0

Gaussian approximation for p(x,N)

x =
NX

i=1

xi
Position x after N jumps can be expressed 

as the sum of individual jumps xi

Mean value averaged over all possible 
random walks

hxi = Nhx1i = N

✓
1

2
`� 1

2
`

◆
= 0

Variance averaged over all possible 
random walks

�

2 = hx2i � hxi2 = Nhx2
1i = N`

2

�2 ⌘ 2DN

effective diffusion constant D = `2/2

According to the central limit theorem p(x,N) 
approaches gaussian distribution for large N

p(x,N) ⇡ 1p
2⇡�2

e

�x

2
/2�2
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x/ℓ
-12 -10 -8 -6 -4 -2 0 2 4 6 8 10 12

p(
x
,N

)

0

0.02

0.04

0.06

0.08

0.1
N=20

exact
Gaussian approximation

Random walk on a 1D lattice

x

�`�2`�3`�4`�5` ` 2` 3` 4` 5`0

Gaussian approximation

p(x,N) ⇡ 1p
2⇡N`

2
e

�x

2
/2N`

2

Exact distribution

p

✓
x = (2k �N)`, N

◆
=

✓
N

k

◆
2�N

Note: exact discrete distribution
has been made continuous by 
replacing discrete peaks with 

boxes whose area corresponds 
to the same probability.
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Master equation and diffusion equation

x

�`�2`�3`�4`�5` ` 2` 3` 4` 5`0

p(x,N + 1) =
X

y

⇧(x, y)p(y,N)

Master equation provides recursive relation for the evolution of probability 
distribution, where             describes probability for a jump from y to x.⇧(x, y)

Initial condition p(x,N = 0) = �(x)

p(x,N + 1) =
1

2
p(x� `, N) +

1

2
p(x+ `, N)

For our example master equation reads

In the limit of large number of jumps N and small step size    , we can Taylor 
expand master equation to derive an approximate diffusion equation 

@p(x,N)

@N

= D

@

2
p(x,N)

@x

2
D = `2/2

`
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Fokker-Planck equation

x

�`�2`�3`�4`�5` ` 2` 3` 4` 5`0

In general the probability distribution     of jump 
lengths s can depend on the particle position x. 

⇧ ⇧(s|x)

Assume that jumps occur in regular small time intervals �t

Generalized master equation p(x, t+�t) =
X

s

⇧(s|x� s)p(x� s, t)

Again Taylor expand master equation above to derive the Fokker-Planck equation
@p(x, t)

@t

= � @

@x


v(x)p(x, t)

�
+

@

2

@x

2


D(x)p(x, t)

�

drift velocity diffusion coefficient

v(x) =
X

s

s

�t

⇧(s|x) = hs(x)i
�t

(external fluid flow, 
external potential)

(e.g. position dependent 
temperature)

D(x) =
X

s

s

2

2�t

⇧(s|x) =
⌦
s

2(x)
↵

2�t
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Probability current
Fokker-Planck equation

@p(x, t)

@t

= � @

@x


v(x)p(x, t)

�
+

@

2

@x

2


D(x)p(x, t)

�

Conservation law of probability
(no particles created/removed)

@p(x, t)

@t

= �@J(x, t)

@x

By comparing equations above we can define probability current

J(x, t) = v(x)p(x, t)� @

@x


D(x)p(x, t)

�

Note that for the steady state distribution, where @p

⇤(x, t)/@t ⌘ 0

the steady state current is constant and independent on x

J

⇤ ⌘ v(x)p

⇤
(x)� @

@x


D(x)p

⇤
(x)

�
= const

If we don’t create/remove particles at boundaries then J*=0

p

⇤
(x) / 1

D(x)

exp

Z
x

�1
dy

v(y)

D(y)

�
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Spherical particle suspended
in fluid in external potential

x

U(x)

Newton’s law

m

@

2
x

@t

2
= ��v(x)� @U(x)

@x

+ Fr

fluid
drag

external 
potential

force

random 
Brownian 

force
For simplicity assume overdamped regime 

and ignore inertial term on the left hand side.
This produces average drift velocity

hv(x)i = � 1

�

@U(x)

@x

particle radius

fluid viscosity
Stokes drag coefficient

R

⌘

� = 6⇡⌘R

Equilibrium probability distribution

p

⇤(x) = Ce

�U(x)/�D = Ce

�U(x)/kBT

(see previous slide) (equilibrium physics)

Einstein - Stokes equation

D =
kBT

�
=

kBT

6⇡⌘R

kB

T

D

Boltzmann constant
temperature
diffusion constant
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Example of Einstein-Stokes equation

particle radius

water viscosity

D =
kBT

�
=

kBT

6⇡⌘R

Boltzmann constant

temperature

diffusion constant

Spherical particle suspended in 
water at room temperature

⌘ ⇡ 10�3kg m/s

T = 300K

kB = 1.38⇥ 10�23J/K

R = 1µm R = 1mm

D ⇡ 0.2µm2/s D ⇡ 2⇥ 10�4µm2/s

diffusion
important

small
diffusion

2R
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Random walk with absorbing boundaries

x

0

x = a

x = b

A B

What is the probability             that particle that 
starts at position x gets absorbed at site B?

PB(x)

PB(x) =
X

s

⇧(s|x)PB(x+ s)

PA(x) = 1� PB(x)

0 = v(x)
dPB(x)

dx

+D(x)
d

2
PB(x)

dx

2

PB(x = b) = 1

PB(x = a) = 0

boundary conditions

Example
v = 0, D = const

v,D = const

PB(x) =
(x� a)

(b� a)
P

B

(x) =
(1� e

�v(x�a)/D)

(1� e

�v(b�a)/D)
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Random walk with absorbing boundaries

x

0

x = a

x = b

A B

What is the mean time              that particle that 
starts at position x gets absorbed at either site?

T (x)

boundary conditions

Example
v = 0, D = const

T (x) =
X

s

⇧(s|x)T (x+ s) +�t

�1 = v(x)
dT (x)

dx

+D(x)
d

2
T (x)

dx

2

T (x = a) = 0

T (x = b) = 0

T (x) =
(x� a)(b� x)

2D
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Escape over a potential barrier

x

U(x)

Arrhenious Law

a b c

What is the average time Tesc it takes for a 
particle to escape over a barrier?

Once particle crosses the peak it quickly 
descends into the global minimum. Therefore 
estimate the escape time, by placing reflecting 

boundary at x=a and absorbing boundary at x=b.

�1 = v(x)
dT (x)

dx

+D(x)
d

2
T (x)

dx

2

boundary conditions

T (x = b) = 0

dT

dx

(x = a) = 0

hv(x)i = � 1

�

@U(x)

@x

D =
kBT

�

Tesc = T (a) ⇡ ⇡�p
U 00(a)U 00(b)

e[U(b)�U(a)]/kBT



Fick’s laws
N noninteracting 

Brownian particles 
Local concentration c(x, t) = Np(x, t)

First Fick’s law

Concentration flux

Second Fick’s law

Fick’s laws below directly follow 
from Fokker-Plank equations

@c

@t

= � @

@x


vc

�
+

@

2

@x

2


Dc

�

J = vc� @

@x


Dc

�

Diffusion of 
concentration

Generalization to higher dimensions

~J = ~vc� ~r(Dc)
@c

@t
= �~r · (~vc) + ~r2(Dc)
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Further reading


