
MAE 545: Lecture 23 (12/15)

Self assembly and structural colors

cuticle and air9,10 (Fig. 3b, c). Photonic structures of reduced dimen-
sions, present in certain Coliasbutterflies, effect intense UV visibility11.
In other species of butterfly, orientational adjustments to the align-
ment of such discrete multilayers produce strong angle-dependent
iridescence that provides high-contrast colour flicker with minimal
wing movement12 or strong iridescence at grazing incidence when
viewed posteriorly13.

The discrete layering in the examples above contrasts with the
more continuous layering, which appears to have developed primarily
to induce cryptic colouration, in other butterfly species. In certain
architectures, this may not only bring about colour stimulus
synthesis14 but also strong linearly polarized reflection of a specific
colour, an effect that contributes to intraspecific communication15.
Several species accomplish this using a multilayered structure
embedded in 2D arrays of deep concavities (Fig. 4a, b); this design
enables the reflection of yellow light at normal incidence from the
base of each concavity and blue light through a double reflection
from opposite and perpendicularly inclined sides of each concavity
(Fig. 4c) to produce a blue annulus with a yellow centre16 (Fig. 4d).
The juxtaposition of these two colours synthesizes the green coloura-
tion perceived by the human eye—and possibly by the predator’s.

Certain Coleoptera, however, exhibit continuously layered exo-
cuticle that strongly reflects circularly polarized light through an
analogue of optically active cholesteric liquid crystalline structures.
The helical arrangement of chitin microfibrils that make up such
exocuticle, and which are systematically rotated by a small amount
across successive planes, creates a periodicity that produces circularly
polarized coloured reflection17. In other words, the polarized reflec-
tion is not derived from optical rotation at a molecular level from the
L-amino acids of the cuticle protein and the D-amino sugars of the
chitin; instead it arises at the supermolecular level and is similar to
that exhibited by a cholesteric liquid crystal from the rotation of the
local average alignment direction of the liquid crystal molecules (the
director). Although similar helical structures are found in many
other iridescent species, they are rarely responsible for similarly
strong colouration and anomalous polarization properties4.

Structurally coloured avian feather barbs and integument,
although they exhibit less structural diversity than scales of Lepi-
doptera, are no less remarkable. Recent analyses suggest that such

colour as is seen in many Avian orders, is the product of coherent,
rather than incoherent, scatter from the spatial variation in refractive
index of medullary keratin in feather barbs or of collagen fibres in the
dermis18. 

Photonics in flora 
Advanced photonic development is not limited to fauna. Certain
anomalous species of flora also show partial PBGs that underpin an
often vivid structural colour19 (Fig. 5a). Invariably this is mediated by
variations in 1D multilayering (although more complex structural
designs are also thought to exist), producing iridescence in vascular
plant leaves, fruits and marine algae4. Periodicity is generally formed
by laminations of hydrated cellulose, which are usually located close
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Figure 2 Iridescent setae from polychaete worms. a, Scanning electron micrograph
(SEM) and b–d, transmission electron micrograph (TEM) images of transverse sections
through a single iridescent seta. Bars, a, 2 !m; b, 5 !m; c, 1 !m; d, 120 nm.
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Figure 3 Iridescence in the butterfly Morpho rhetenor. a, Real colour image of the blue
iridescence from a M. rhetenor wing. b, Transmission electron micrograph (TEM) images
showing wing-scale cross-sections of  M. rhetenor. c, TEM images of a wing-scale
cross-section of the related species M. didius reveal its discretely configured multilayers.
The high occupancy and high  layer number of M. rhetenor in b creates an intense
reflectivity that contrasts with the more diffusely coloured appearance of M. didius, in
which an overlying second layer of scales effects strong diffraction4. Bars, a, 1 cm; b,
1.8 !m; c, 1.3 !m.
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Figure 4 Iridiscence in Papilo palinurus. a, SEM of an iridescent scale showing its array
of concavities, each with a section that exhibits the curved multilayering shown by
transmission electron micrography in b. This structure produces two simultaneous
structural colours c, yellow and blue . d, The blue annulus is created by a double
reflection from opposite and perpendicular concavity sides. d also schematically
illustrates the way in which incident linearly polarized blue light has its e-vector (dotted
lines) rotated by this double reflection. Bars, a, 15 !m; b, 1 !m; c, 6 !m.
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Self-assembly of viral capsids
Cowpea Chlorotic 

Mottle virus
capsid proteins

in solution
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sign as a function of the pH level because of protonation/deprotonation of certain CP residues.
Capsid assembly is possible only if the electrostatic repulsion between two adjacent CP dipoles—
which is in the range of tens of kBT—is overcome by hydrophobic attraction (11).1 The reason that
CCMV capsids do not form under physiological conditions is that in that regime the electrostatic
repulsion is strong enough to overcome the attractive interactions. Reducing the pH reduces the
electrostatic charge of certain CP residues sufficiently to allow for capsid assembly. Reducing pH
also enhances the pairing interactions.

We need a coarse-grained representation in the form of simple building blocks. One possible
choice is shown inFigure 2b, where a CP is outlined as a prismwith a parallelogram base that has
two interior angles of 60 degrees and two interior angles of 120 degrees. The vertical surfaces are
hydrophobic; the horizontal surfaces are hydrophilic. Three of these prisms can be assembled into
a triangular truncated pyramid, as shown in Figure 2c. By changing the slant of the edges of the
blocks, one can fabricate a range of deltahedral shells, which are shells with different radii. The
assembly of deltahedral shells is also a convenientmodel for studying viral assembly by numerical
simulation (12–14). The smallest shell of this type is the icosahedron, composed of twenty
triangular blocks, so 60 proteins in total (known as a T ¼ 1 shell). The next smallest shell is
composed of 60 blocks, the same number of proteins as forCCMV, shown in Figure 2d. This shell
is also in fact a reasonable representation of the capsid of certain other viruses (such as the noda
and picornaviruses).2
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Figure 2

Capsid proteins. (a) The jelly roll foldingmotif (adapted fromReference 8with permission). The amino acid backbone is shown as colored
ribbons, and b sheets are indicated by parallel arrows. The outlined vertical surfaces are hydrophobic, and the horizontal surfaces
are hydrophilic. The illustration shows thatCPsdonot have anup-downmirror plane. (b) Three proteins fit together to forman equilateral
triangle with slanted edges. (c) Sixty triangles fit together to form a small virus (here, Cowpea chlorotic mottle virus). Panels b and
c are adapted with permission from VIPERdb (8). Abbreviations: C-ter, C terminus; N-ter, N terminus

1The electrical fields surrounding CPs are so strong that DH theory cannot be applied to viral assembly. Interesting effects of
aqueous electrostatics in the strong charging regime, such as counter-ion condensation and release, correlation attraction, and
overcharging, may well play an important role in viral assembly, but this is not yet well understood.
2This building block description probably leaves out important physics. CPs in solution are likely to have a different
configuration from CPs that are part of a capsid. In addition, CPs that are part of a capsid may exhibit strong structural
fluctuations (15).
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all sides are 
hydrophobic

Hydrophilic parts 
are on the outside 

and on the inside of 
assembled capsid. 

Hydrophobic parts 
are at protein 

junctions and are 
hidden from water.
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Self-assembly of viral capsids
capsid proteins

in solution Brome mosaic
virus

E(n)
energy and concentration of 
partially assembled capsids 

containing n proteins

C(n)C(1)

energy and concentration
of protein monomers

E(N) C(N)

energy and concentration
of fully assembled capsids

E(1) = 0

Note: we only present 
thermodynamics of self-

assembly. Kinetics of 
self-assembly can be 
analyzed with master 

equations.

∂Cðn, tÞ
∂t

¼ VðtÞ ∂Cðn, tÞ
∂n

þDðtÞ ∂
2Cðn, tÞ
∂n2

. 6:

Here,V(t)¼ [kþC(1, t)% k%] is the assembly velocity, andD(t)’½[kþC(1, t)þ k%]þ. . . acts as an
assembly diffusion coefficient. The capsomer concentrationC(1, t) must obey the self-consistency

condition Cð1Þ þNCðNÞ þ
Z N%1

n¼2
nCðnÞ ¼ f. The rate equations for C(1, t) and C(N, t) must

be maintained separately in their discrete form (see Equation 4); e.g., ∂Cð1, tÞ
∂t ¼ %kþCð1, tÞ2þ

k%ð1ÞCð2, tÞ, fromwhich it follows that if the dimer breakup rate k%(1) is high then themonomer
concentration C(1, t) decreases only slowly.

Assume that at time t¼ 0 there are only monomers in solution with concentration f. If f>

k%/kþ, then a shock front emerges in configuration space at n ¼ 1 that moves with a (time-
dependent) velocity,V(t). Because of the diffusion term, the shock front becomesmore rounded in
time. After the shock front has reachedN, capsid assembly starts. The waiting time is thus on the
order ofN/(kþf% k%). The advection velocityV(t) diminishes with time as themonomer supply is
depleted and stopswhenC(1)’ k%/kþwhenV’ 0 andD’ k%. TheMaster Equation thus reduces
to the diffusion equation, a much slower form of transport as compared with front propagation.
The assembly intermediates are now in a state of quasi-equilibrium with respect to the monomer
concentration, and this stifles capsid assembly, apart from the residual diffusion current. If the
front stops before reachingN, then this corresponds to a case in which many partial capsids form
but few completely assembled shells. This happens when the dimer disassembly rate k% (1) is
decreased significantly, which increases the magnitude of the assembly current.

The fraction of capsomers in capsid form in this quasi-equilibrium state is approximately f(f)’
1 % C(1)/f. This expression has the form of the Law of Mass Action if one identifies C(1) with

2ε

2ε

2ε

2ε

N= 12 

ε

3ε

3ε 3ε

3ε 5ε4ε

N= 1 

+ 
k+ (n)

Monomer
(pentamer) n-mer n + 1-mer 

k– (n)

a

b

Figure 6

(a) Assembly path of a dodecahedral virus constructed from sticky-edged pentamers. Adapted from Reference 24; copyright 1994,
with permission fromElsevier. The cohesive energy gain of each step is indicated. Exceptional cases are circled. (b) Forward and backward
rates of nth step of the assembly process written in the form of a polymerization chemical reaction
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Self-assembly of viral capsids
capsid proteins

in solution Brome mosaic
virus

E(n)
energy and concentration of 
partially assembled capsids 

containing n proteins

C(n)

C(1)

energy and concentration
of protein monomers
E(N) C(N)

energy and concentration
of fully assembled capsids

Total concentration of capsid proteins

C
tot

=
NX

n=1

nC(n)

System free energy

G ⇠
NX

n=1

⇥
C(n)E(n) + kBTC(n) (ln(C(n)/C0)� 1)

⇤

mixing entropyenergy

E(1) = 0
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Self-assembly of viral capsids
Total concentration of 

capsid proteins

C
tot

=
NX

n=1

nC(n)

System free energy

G ⇠
NX

n=1

⇥
C(n)E(n) + kBTC(n) (ln(C(n)/C0)� 1)

⇤

Minimize free energy with respect to concentrations C(n) 
subject to the fixed total concentration Ctot constraint.

Minimize functional H = G+ µ

"
C

tot

�
X

n

nC(n)

#

Afterwards set the Lagrange multiplier      to fix the total concentration Ctot.µ

C(n)

C0
=

✓
C(1)

C0

◆n

e�E(n)/kBTLaw of mass action
C(1) is determined
by fixing the total 

concentration!

C(n) = C0e
�(E(n)�µn)/kBT C(1) = C0e

µ/kBT
µParameter    plays a role

of chemical potential!



∂Cðn, tÞ
∂t

¼ VðtÞ ∂Cðn, tÞ
∂n

þDðtÞ ∂
2Cðn, tÞ
∂n2

. 6:

Here,V(t)¼ [kþC(1, t)% k%] is the assembly velocity, andD(t)’½[kþC(1, t)þ k%]þ. . . acts as an
assembly diffusion coefficient. The capsomer concentrationC(1, t) must obey the self-consistency

condition Cð1Þ þNCðNÞ þ
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n¼2
nCðnÞ ¼ f. The rate equations for C(1, t) and C(N, t) must

be maintained separately in their discrete form (see Equation 4); e.g., ∂Cð1, tÞ
∂t ¼ %kþCð1, tÞ2þ

k%ð1ÞCð2, tÞ, fromwhich it follows that if the dimer breakup rate k%(1) is high then themonomer
concentration C(1, t) decreases only slowly.

Assume that at time t¼ 0 there are only monomers in solution with concentration f. If f>

k%/kþ, then a shock front emerges in configuration space at n ¼ 1 that moves with a (time-
dependent) velocity,V(t). Because of the diffusion term, the shock front becomesmore rounded in
time. After the shock front has reachedN, capsid assembly starts. The waiting time is thus on the
order ofN/(kþf% k%). The advection velocityV(t) diminishes with time as themonomer supply is
depleted and stopswhenC(1)’ k%/kþwhenV’ 0 andD’ k%. TheMaster Equation thus reduces
to the diffusion equation, a much slower form of transport as compared with front propagation.
The assembly intermediates are now in a state of quasi-equilibrium with respect to the monomer
concentration, and this stifles capsid assembly, apart from the residual diffusion current. If the
front stops before reachingN, then this corresponds to a case in which many partial capsids form
but few completely assembled shells. This happens when the dimer disassembly rate k% (1) is
decreased significantly, which increases the magnitude of the assembly current.

The fraction of capsomers in capsid form in this quasi-equilibrium state is approximately f(f)’
1 % C(1)/f. This expression has the form of the Law of Mass Action if one identifies C(1) with
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(a) Assembly path of a dodecahedral virus constructed from sticky-edged pentamers. Adapted from Reference 24; copyright 1994,
with permission fromElsevier. The cohesive energy gain of each step is indicated. Exceptional cases are circled. (b) Forward and backward
rates of nth step of the assembly process written in the form of a polymerization chemical reaction
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Self-assembly of viral capsids

C(n)

C0
=

✓
C(1)

C0

◆n

e�E(n)/kBT Neglect concentration of 
partially assembled capsids C(n) ⇡ 0

Exposed 
hydrophobic 

regions

C⇤ = C0e
E(N)/(NkBT )

C
tot

C
0

⇡ C(1)

C
0

+N

✓
C(1)

C
0

e�E(N)/(NkBT )

◆N

C
tot

⇡ C(1) +NC(N)

Total protein concentration
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Self-assembly of viral capsids

C
tot

C
0

⇡ C(1)

C
0

+N

✓
C(1)

C⇤

◆N

C⇤ = C0e
E(N)/(NkBT )

At low concentrations C
tot

⌧ C⇤

C(1) ⇡ C
tot

At large concentrations C
tot

� C⇤

C(1) ⇡ C⇤
✓
C

tot

NC
0

◆
1/N

⇡ C⇤

f = 1� C(1)

C
tot

Fraction of proteins 
assembled in capsids

f

1

0
C

totC⇤

This generic profile is also observed for 
assembly of more complex viral capsids!
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k%ð1ÞCð2, tÞ, fromwhich it follows that if the dimer breakup rate k%(1) is high then themonomer
concentration C(1, t) decreases only slowly.

Assume that at time t¼ 0 there are only monomers in solution with concentration f. If f>

k%/kþ, then a shock front emerges in configuration space at n ¼ 1 that moves with a (time-
dependent) velocity,V(t). Because of the diffusion term, the shock front becomesmore rounded in
time. After the shock front has reachedN, capsid assembly starts. The waiting time is thus on the
order ofN/(kþf% k%). The advection velocityV(t) diminishes with time as themonomer supply is
depleted and stopswhenC(1)’ k%/kþwhenV’ 0 andD’ k%. TheMaster Equation thus reduces
to the diffusion equation, a much slower form of transport as compared with front propagation.
The assembly intermediates are now in a state of quasi-equilibrium with respect to the monomer
concentration, and this stifles capsid assembly, apart from the residual diffusion current. If the
front stops before reachingN, then this corresponds to a case in which many partial capsids form
but few completely assembled shells. This happens when the dimer disassembly rate k% (1) is
decreased significantly, which increases the magnitude of the assembly current.

The fraction of capsomers in capsid form in this quasi-equilibrium state is approximately f(f)’
1 % C(1)/f. This expression has the form of the Law of Mass Action if one identifies C(1) with
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(a) Assembly path of a dodecahedral virus constructed from sticky-edged pentamers. Adapted from Reference 24; copyright 1994,
with permission fromElsevier. The cohesive energy gain of each step is indicated. Exceptional cases are circled. (b) Forward and backward
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Self-assembly of viral capsids

C(n)

C0
=

✓
C(1)

C0

◆n

e�E(n)/kBT Can we really neglect partially assembled 
capsids at large protein concentrations?

C(N/2)

C(N)
=

✓
C(1)

C0

◆�N/2

e�[E(N/2)�E(N)]/kBT

For Cowpea Chlorotic Mottle 
Virus the scission energy is
2E(N/2)� E(N) ⇠ 100kBT

C(N/2)

C(N)
⇡ e�[E(N/2)�E(N)/2]/kBT ⌧ 1

C(1) ⇡ C⇤ = C0e
E(N)/(NkBT )
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Complex self-assembly

25
�

30
n
m

Ribosomes are huge multi-protein complexes that 
are important for the synthesis of new proteins.

RNA strands

dozens of 
different 
proteins

mixtures we are interested in the case of small values of nSα. In-
deed, for simplicity, we assume here that all component species
have a single copy in every stored structure, nSα = 1, so that the
number of species NS used in the structure equals the size of the
structure NS =MS. Additionally, we make a simplifying assump-
tion that all of the structure sizes MS have the same value M, and
so NS =MS =M.
Both cellular systems and recent DNA-mediated assembly

experiments show that a single structure S can be robustly as-
sembled if each pair of neighboring components of species α and
β ðα; β∈ f1; . . . ;NgÞ interact through a specific binding inter-
action. Our next simplifying assumption is that all these inter-
action energies are equal,US

αβ =−E, and we also set all nonspecific
interactions to zero. The binding interactions between different
components are mediated through a discrete number of “binding
sites,” with a species α having a valence zα. For simplicity we as-
sume that all components have the same valence z.
How might we choose an interaction energy matrix U tot

αβ so that
the components are capable of assembling different desired
structures S= 1; . . . ;m (Fig. 1A)? The simplest general pre-
scription that can work for arbitrary structures is to assume that
two species α and β bind specifically with energy −E if and only if
at least one of the desired structures S requires this binding. Such
a matrix U tot

αβ then has the potential for “storing” each structure S
as a local free energy minimum (Fig. 1B). This matrix can be
written as

U tot
αβ =

(
−E if   α; β  interact  specifically 

!
US

αβ =−E
"
 in  any  S;

0 otherwise:

This form of energy matrix implies that component species can
be promiscuous in their interactions. Indeed, because a given
species α binds specifically to its partners in each of the stored
structures, the total number of specific binding partners for spe-
cies α can be large.
In addition to the free energy minima corresponding to the

desired structures, other undesired local minima might emerge.

These correspond to chimeric structures, or “chimeras,” made of
chunks of different desired structures that can bind together due
to the promiscuity implied by Eq. 1. The stability of the stored
structures is determined by the size of the free energy barriers
between the different minima. For instance, if the barriers are
low, chimeras will form spontaneously, even if their local free
energy minima lie higher than those of the desired structures
(Fig. 1A). Similarly, the free energy barriers between the solution
of unbound components and other minima determine the so-
lution’s characteristic time tp, beyond which stored structures
nucleate spontaneously and the process of the controlled retrieval
of stored structures is compromised. Thus, tp is the functional
“lifetime” of the multifarious assembly mixture.

Storage Capacity
How many different multifarious structures, each of size M, can
one store by using N different species of components with well-
chosen interspecies interactions defined by Eq. 1? If each species
contributed to only a single structure, the maximum capacity
would be N=M. By sharing species between structures, however,
a much larger number of structures can be stored before chi-
meras start to dominate. To find this increased capacity, consider
components attaching to the boundary of a growing seed. The
promiscuous interactions implied by Eq. 1 might allow the seed
to bind different sets of components, resulting in chimeras.
Therefore, let us compute the number of species that can spe-
cifically bind to a given boundary site of the seed. Because each
component in the bulk of a stored structure has z nearest neigh-
bors, for an incoming component to bind stably, it must form
specific bonds with z=2 components on the seed’s boundary. Due
to the promiscuous nature of Eq. 1, each of these z=2 boundary
components can bind specifically to a set of ∼mðM=NÞ other
species. [To see this, note that if each structure of size M is ran-
domly constituted from the N species, a given species will occur in
∼mðM=NÞ of them stored structures and typically have a different
partner in each of them. Hence, a typical species will have
∼mðM=NÞ specifically binding partners.] For randomly consti-
tuted m structures, each set contains a fraction mM=N2 of all of
the N component species. The intersection of these z=2 sets, of the
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Fig. 1. (A) Schematic depiction of the basic idea of assembly of different desired multifarious structures (S= 1,S= 2, or S= 3=m) by using the same set of
components. In general, the multiplicity of different component species within a structure can be nontrivial; i.e., the number of component species, NS,
composing structure S can be different from the size of that structure, MS, NS ≠MS. For example, in structure S= 1, the multiplicity of species 9 is n1

9 = 2.
Similarly, n2

8 = 2 and n3
3 = 2 in structures S= 2 and S= 3, respectively. (B) Free energy landscape and chimeric states. (I) A solution of N different species of

components, with interactions designed for assembly of desired structures S= 1 (II), S= 2 (III), and S= 3=m (IV). The desired stored structures are not the only
free energy minima; chimeric structures, i.e., hybrids between different stored structures, can also exist (IIa and IVa). Insets show assembly of the stored
structures can be triggered by manipulating a small number of components: (Left) introducing a supercritical seed, a subcluster of the desired stored
structure; (Center) increasing the average concentration of components that can make a supercritical seed by tuning their chemical potentials; and (Right)
increasing the specific binding energy of components that can make a supercritical seed.
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mixtures we are interested in the case of small values of nSα. In-
deed, for simplicity, we assume here that all component species
have a single copy in every stored structure, nSα = 1, so that the
number of species NS used in the structure equals the size of the
structure NS =MS. Additionally, we make a simplifying assump-
tion that all of the structure sizes MS have the same value M, and
so NS =MS =M.
Both cellular systems and recent DNA-mediated assembly

experiments show that a single structure S can be robustly as-
sembled if each pair of neighboring components of species α and
β ðα; β∈ f1; . . . ;NgÞ interact through a specific binding inter-
action. Our next simplifying assumption is that all these inter-
action energies are equal,US

αβ =−E, and we also set all nonspecific
interactions to zero. The binding interactions between different
components are mediated through a discrete number of “binding
sites,” with a species α having a valence zα. For simplicity we as-
sume that all components have the same valence z.
How might we choose an interaction energy matrix U tot

αβ so that
the components are capable of assembling different desired
structures S= 1; . . . ;m (Fig. 1A)? The simplest general pre-
scription that can work for arbitrary structures is to assume that
two species α and β bind specifically with energy −E if and only if
at least one of the desired structures S requires this binding. Such
a matrix U tot

αβ then has the potential for “storing” each structure S
as a local free energy minimum (Fig. 1B). This matrix can be
written as

U tot
αβ =

(
−E if   α; β  interact  specifically 

!
US

αβ =−E
"
 in  any  S;

0 otherwise:

This form of energy matrix implies that component species can
be promiscuous in their interactions. Indeed, because a given
species α binds specifically to its partners in each of the stored
structures, the total number of specific binding partners for spe-
cies α can be large.
In addition to the free energy minima corresponding to the

desired structures, other undesired local minima might emerge.

These correspond to chimeric structures, or “chimeras,” made of
chunks of different desired structures that can bind together due
to the promiscuity implied by Eq. 1. The stability of the stored
structures is determined by the size of the free energy barriers
between the different minima. For instance, if the barriers are
low, chimeras will form spontaneously, even if their local free
energy minima lie higher than those of the desired structures
(Fig. 1A). Similarly, the free energy barriers between the solution
of unbound components and other minima determine the so-
lution’s characteristic time tp, beyond which stored structures
nucleate spontaneously and the process of the controlled retrieval
of stored structures is compromised. Thus, tp is the functional
“lifetime” of the multifarious assembly mixture.

Storage Capacity
How many different multifarious structures, each of size M, can
one store by using N different species of components with well-
chosen interspecies interactions defined by Eq. 1? If each species
contributed to only a single structure, the maximum capacity
would be N=M. By sharing species between structures, however,
a much larger number of structures can be stored before chi-
meras start to dominate. To find this increased capacity, consider
components attaching to the boundary of a growing seed. The
promiscuous interactions implied by Eq. 1 might allow the seed
to bind different sets of components, resulting in chimeras.
Therefore, let us compute the number of species that can spe-
cifically bind to a given boundary site of the seed. Because each
component in the bulk of a stored structure has z nearest neigh-
bors, for an incoming component to bind stably, it must form
specific bonds with z=2 components on the seed’s boundary. Due
to the promiscuous nature of Eq. 1, each of these z=2 boundary
components can bind specifically to a set of ∼mðM=NÞ other
species. [To see this, note that if each structure of size M is ran-
domly constituted from the N species, a given species will occur in
∼mðM=NÞ of them stored structures and typically have a different
partner in each of them. Hence, a typical species will have
∼mðM=NÞ specifically binding partners.] For randomly consti-
tuted m structures, each set contains a fraction mM=N2 of all of
the N component species. The intersection of these z=2 sets, of the
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Fig. 1. (A) Schematic depiction of the basic idea of assembly of different desired multifarious structures (S= 1,S= 2, or S= 3=m) by using the same set of
components. In general, the multiplicity of different component species within a structure can be nontrivial; i.e., the number of component species, NS,
composing structure S can be different from the size of that structure, MS, NS ≠MS. For example, in structure S= 1, the multiplicity of species 9 is n1

9 = 2.
Similarly, n2

8 = 2 and n3
3 = 2 in structures S= 2 and S= 3, respectively. (B) Free energy landscape and chimeric states. (I) A solution of N different species of

components, with interactions designed for assembly of desired structures S= 1 (II), S= 2 (III), and S= 3=m (IV). The desired stored structures are not the only
free energy minima; chimeric structures, i.e., hybrids between different stored structures, can also exist (IIa and IVa). Insets show assembly of the stored
structures can be triggered by manipulating a small number of components: (Left) introducing a supercritical seed, a subcluster of the desired stored
structure; (Center) increasing the average concentration of components that can make a supercritical seed by tuning their chemical potentials; and (Right)
increasing the specific binding energy of components that can make a supercritical seed.
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self-assembly

Matching pieces are characterized 
with strong (specific) binding due 

to the shape complementarity.

Non-matching pieces bind
weakly (non-specifically).

Multiple proteins fit together like a 
puzzle to make the desired structure.



10

Production of new proteins
Transcription of DNAtranscription

factors

Transcription factors are proteins, which bind to specific locations 
on DNA, and they help recruiting RNA polymerase (RNAP) that 

makes a messenger RNA (mRNA) copy of certain DNA segment.

Translation of mRNA

mRNA

protein

Note: some transcription factors (repressors) also prevent transcription.

Ribosome
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Patchy particles

Particles with patches of different 
chemical/physical properties.

Patches can be designed 
to bind strongly only with 

certain partners.
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in a liquid environment and that these methods have the
potential to be easily scalable. The next two techniques,
glancing-angle vapor deposition (Figure 5d)[8,71] and
nanoparticle lithography (Figure 5e),[18,19] involve vapor
deposition onto close-packed planar particle assemblies.
The last technique involves the use of liquid streams in
capillaries for fabrication of bi-, tri- and multi-phasic
particles from the Lahann,[13,15] Kumacheva[64] andWhite-
sides[67] groups (Figure 5f).

Templating
Currently known templating methods are limited to
producing particles with a single patch. Here we review
themethods that allow reasonable control over a patch size
larger or smaller than 50% of the particle surface. Briefly,
simple templating involves three steps: i) partial covering
of the particle surface, ii) exposure of the non-templated

surface to reagents leading to the modification of the
exposedsurfacearea, and, iii) removalof the template. Step i
can be done by positioning particles at the air–solid,[72–76]

air–liquid,[77] liquid–liquid,[78,79] or liquid–solid inter-
face.[10,11,17] In cases where a solid template is implemen-
ted, the particle positions at the interface are manually
adjusted. On the other hand, particles have a tendency to
move to and stabilize liquid–liquid and air–liquid inter-
faces, as initially discovered by Pickering.[80,81] The
positioning of the particle at the interface can be controlled
by the surface properties of the particles or with the
addition of surface-active agents in the respective phases,
leading to an adjustable particle surface available for
modification.[82] Step ii, the surface modification step,
determines the properties of the patch and usually
involves chemical or electroless modification through
the liquid phase or vapor deposition through the gas
phase.[75] Step iii involves a separation step that has to

A. B. Pawar, I. Kretzschmar

Figure 5. Techniques for fabrication of patchy particles. a) Templating – a1) Schematic of emulsion technique and epifluorescentmicroscope
image of single patch particles obtained from the emulsion technique and a2) Schematic of electroless deposition technique and SEM image
of 2.4mm polystyrene particles with silver coating. b) Colloidal assembly – colloidal clusters with n¼ 2–4 prepared from emulsion of a
mixture of silica particles with 800 and 12 nm diameters. c) Particle lithography – schematic of particle lithography technique and resulting
1mm amine-functionalized silica particle with a single patch obtained after sequential coating with 10nm polystyrene particles and 84nm
sulfate polystyrene spheres. d) Glancing-angle deposition – d1) Schematic of sequential vapor deposition process performed on same
hemisphere and SEM image of resulting polystyrene patchy particle with overlapping patches; and, d2) Schematic of combined PDMS
stamping and sequential GLAD technique and SEM images of two-pole polystyrene patchy particles with 25% and 11% patches.
e) Nanosphere lithography – schematic of nanosphere lithography technique and resulting 520nm silica particles with gold patches in
the second layer of the colloidal crystal (scale bar: 0.5mm). f) Capillary fluid flow – schematic of capillary fluid flow technique and confocal
scanning microscopy image of triphasic particles obtained (scale bar: 8mm). Reprinted with permission from a1) ref.[11], a2) ref.[10],
b) ref.[12], c) ref.[9], d) ref.[8], e) ref.[19], and f) ref.[13] Copyrights 2006, 2006, 2005, 2007, 2009, 2005, and 2006, American Chemical Society.

154
Macromol. Rapid Commun. 2010, 31, 150–168

! 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim DOI: 10.1002/marc.200900614

Experimental approaches for 
making patchy particles

A.B. Pawar and I. Kretzschmar, Macromol. Rapid 
Common. 31, 159 (2010)
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simple molecule-like structures

Self-assembly of patchy particles

Y. Wang et al., Nature 491, 51 (2012)

crystal structures

G.-R. Yi et al., J. Phys.: Condens. 
Mat. 25, 193101 (2013)
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DNA

nucleotides

base
pair

hydrogen
bonds

Double stranded DNA forms, 
when the opposite strands are 

complementary (A-T, G-C)

C C T A A C T C C G C C
G G A T T G A G G C G G

Binding energy between two DNA strands 
a and b with sequences s of length N.

M(C,G) = M(G,C) ⇡ �4kBT

M(A, T ) = M(T,A) ⇡ �2kBT

M(A,C) = M(C,A) ⇡ 0

M(G, T ) = M(T,G) ⇡ 0

Eint

�
{sai }, {sbi}

�
⇡

NX

i=1

M(sai , s
b
i )

Strong binding between 
complementary sequences

Eint ⇡ �40kBT

Weaker binding between
non-complementary sequences

C C T A A C T C C G C C
G A A T G G A T T C G G Eint ⇡ �26kBT

room
temperature

mismatch
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Scaffold DNA origami

C.E. Castro et al., Nat. Methods 8, 221 (2011)

Short strands (synthetic DNA) 
act like staples that fold the 

scaffold (virus DNA) into 
desired structure.

Different colors of staples 
correspond to different 

complementary sequences.
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Actuation of DNA origami with a 
toehold exchange of DNA strands

E.S. Andersen et al., Nature 459, 73 (2009)

Toehold exchange

concave bending of the large faces (Fig. 3b; see Supplementary Fig. 6 for
additional views of the 3D map). We suggest that the convex and
concave bending of the faces may reflect the difference in design of
the small and large faces. The dimensions of the 3D reconstruction are
compatible with 82% of the measured class averages, whereas the
theoretical model is compatible with 61% of them (Supplementary
Fig. 5). We conclude that the main fraction of the self-assembled
structures had a hollow box-like shape that is very similar to the
intended 3D design.

To analyse the native DNA origami box in solution and without a
potentially disruptive sample fixation, we used dynamic light scatter-
ing and SAXS, which probe a large ensemble and can therefore deter-
mine whether or not the box is the major product of the self-assembly
reaction. Analysis by dynamic light scattering showed there to be a
contribution with a hydrodynamic radius Rh 5 24 6 4 nm, which
matches the calculated value of 25.2 nm from the atomic model,
and a contribution with Rh 5 2.1 nm, corresponding to non-
annealed DNA oligonucleotides (Supplementary Fig. 7). The SAXS
analysis yielded a characteristic profile of a well-defined particle and
Fourier transformation analysis gave a single-particle self-correlation
function characteristic of a hollow structure (data not shown). The
scattering data was in good agreement with the atomic model of the
DNA box structure (Fig. 3e). We also compared the experimental
data with a theoretical model of a box with dimensions 2a, 2b and 2c
and wall thickness t (Methods and Supplementary Fig. 8). This model
can satisfactorily describe the scattering data and gave overall dimen-
sions of 46 6 2 nm by 38 6 1 nm by 30 6 1 nm and a wall thickness of
2.5 6 1 nm, which is close to the expected size and is consistent with
the dimensions observed using cryo-EM. In conclusion, the SAXS
data showed that the scattering derives mainly from box-shaped
structures, providing further evidence of the successful self-assembly
of 3D hollow boxes of well-defined dimensions in solution.

Previous studies have shown that DNA nanostructures can be
dynamically manipulated by external DNA sequence signals7,17,18.
Here we functionalized lid D of the DNA box with a dual lock–key

system composed of DNA duplexes with sticky-end extensions to
provide a ‘toehold’19 for the displacement by externally added ‘key’
oligonucleotides (Supplementary Fig. 1). To detect the opening pro-
cess of the DNA box lid, we inserted two fluorescent dyes, Cy3 and
Cy5, into faces B and D, respectively (Fig. 4a and Supplementary
Note 4). Efficient fluorescence resonance energy transfer (FRET)
between the two fluorophores corresponds to a closed state in which
the dyes are in close proximity (Fig. 4b, left). The addition of key
oligonucleotides results in the opening of the lid, resulting in a
decrease in the FRET efficiency as the distance between the two dyes
increases (Fig. 4b, right).

The functionalized DNA box was assembled, purified and sub-
jected to ensemble FRET measurements. We first studied the six faces
without edge links and found emission only from primary excited
Cy3, and only a dilution effect was observed upon addition of key
oligonucleotides (Fig. 4c). By contrast, emission from the closed box
sample had a Cy5 fluorescence peak at a wavelength of 665 nm that is
consistent with a FRET signal with an estimated efficiency of ,0.22
(Fig. 4d). The addition of both keys led to a decreased Cy5 signal and
an increased Cy3 signal (Fig. 4d), and the FRET efficiency decreased
by 90%, to ,0.02. The difference in response of the Cy5 and Cy3
signals may be caused by the difference in local environment of the
two fluorophores. Cy5 was positioned on the side of a DNA helix,
whereas Cy3 was positioned at the end of a DNA helix, where base-
stacking interactions20 may partly quench the fluorophore.

We measured the kinetics of the opening process (Fig. 4e) and found
the FRET signal to decrease biexponentially, with an initial (fast) decay
time of ,40 s upon key addition. The effect was specific, as no signifi-
cant reduction was observed upon addition of an unrelated oligonu-
cleotide (Fig. 4e). Order-of-addition experiments showed that both
keys are required for full decrease of the FRET signal (Supplementary
Fig. 9). This indicates that a closed box can be programmed to open in
response to at least two external signals (representing an AND gate).
The box lid could potentially be designed to close again in the presence
of specific signals (representing a NOT gate), and because the DNA box
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Figure 4 | Programmed opening of the box lid. a, b, Illustrations of the
unlinked faces of the box (a) and the controlled opening of the box lid
(b). The emission from the Cy5 and Cy3 fluorophores are marked with red
and green stars, respectively. Loss of emission from Cy5 is denoted by a red
circle and the independent lock–key systems are indicated in blue and
orange. c, Ensemble FRET measurements of the unlinked faces before (black

curve) and 12 min (red curve) after the addition of keys. d, Ensemble FRET
measurements of the closed box before (black curve) and 35 min after (red
curve) the addition of keys. e, Kinetic study of change in emission of Cy5.
Black arrow, time of addition of key oligonucleotides (red curve) or an
unrelated oligonucleotide (black curve). Initial fluorescence was normalized
to one. a.u., arbitrary units.
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Longer strands (keys) bind 
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DNA brick origami

B. Wei et al., Nature 485, 623 (2012)

Short staple DNA strands are designed to fit like bricks in a wall. 
Sequence of DNA strands determine, which “bricks fit together”.

LETTER
doi:10.1038/nature11075

Complex shapes self-assembled from
single-stranded DNA tiles
Bryan Wei1,2, Mingjie Dai2,3 & Peng Yin1,2

Programmed self-assembly of strands of nucleic acid has proved
highly effective for creating a wide range of structures with desired
shapes1–25. A particularly successful implementation is DNA
origami, in which a long scaffold strand is folded by hundreds of
short auxiliary strands into a complex shape9,14–16,18–21,25. Modular
strategies are in principle simpler and more versatile and have been
used to assemble DNA2–5,8,10–13,17,23 or RNA7,22 tiles into periodic3,4,7,22

and algorithmic5 two-dimensional lattices, extended ribbons10,12 and
tubes4,12,13, three-dimensional crystals17, polyhedra11 and simple
finite two-dimensional shapes7,8. But creating finite yet complex
shapes from a large number of uniquely addressable tiles remains
challenging. Here we solve this problem with the simplest tile form, a
‘single-stranded tile’ (SST) that consists of a 42-base strand of DNA
composed entirely of concatenated sticky ends and that binds to four
local neighbours during self-assembly12. Although ribbons and tubes
with controlled circumferences12 have been created using the SST
approach, we extend it to assemble complex two-dimensional shapes
and tubes from hundreds (in some cases more than one thousand)
distinct tiles. Our main design feature is a self-assembled rectangle
that serves as a molecular canvas, with each of its constituent SST
strands—folded into a 3 nm-by-7 nm tile and attached to four
neighbouring tiles—acting as a pixel. A desired shape, drawn on
the canvas, is then produced by one-pot annealing of all those
strands that correspond to pixels covered by the target shape; the
remaining strands are excluded. We implement the strategy with a
master strand collection that corresponds to a 310-pixel canvas, and
then use appropriate strand subsets to construct 107 distinct and

complex two-dimensional shapes, thereby establishing SST assembly
as a simple, modular and robust framework for constructing
nanostructures with prescribed shapes from short synthetic DNA
strands.

Our 42-base SST motif12 consists of four domains (Fig. 1a), grouped
into two pairs (domains 1 and 2 and domains 3 and 4) that each
consists of 21 nucleotides in total. We design the intermolecular bind-
ing interactions of these domains such that a collection of distinct SST
tiles will arrange into a DNA lattice composed of parallel helices
connected by single-stranded linkages (Fig. 1b, left and middle), form-
ing a ‘brick-wall’ pattern (Fig. 1b, right). The linkages between two
adjacent helices are expected to be the phosphates that connect
domains 2 and 3 of the SSTs, and are thus shown artificially stretched
in the diagrams. They are spaced two helical turns (that is, 21 base
pairs) apart and are all located in the same tangent plane between the
two helices. The rectangular lattice sketched in Fig. 1b contains six
parallel helices, each measuring about eight helical turns; we refer to
this as a 6 helix 3 8 helical turn (6H 3 8T) rectangle. This basic strategy
can be adapted to design rectangles with different dimensions, and
arbitrary shapes approximated with an SST brick-wall pattern
(Fig. 1c). By concatenating pairs of half-tiles on its top and bottom
boundaries into full tiles, we can transform the rectangle in Fig. 1b into
a tube with a prescribed circumference and length (Fig. 1d).

A pre-designed rectangular SST lattice (Fig. 1e, top right) can also be
viewed as a ‘molecular canvas’, where each SST serves as a 3 nm 3 7 nm
‘molecular pixel’. Designing a shape amounts to selecting its constitu-
ent pixels on the canvas, as illustrated by the two examples in Fig. 1e.

1Departmentof SystemsBiology,Harvard Medical School, Boston,Massachusetts02115,USA. 2Wyss Institute for Biologically Inspired Engineering, Harvard University, Boston,Massachusetts02115, USA.
3Program in Biophysics, Harvard University, Boston, Massachusetts 02115, USA.
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e
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Design of arbitrary shapes from a molecular canvas

Figure 1 | Self-assembly of molecular shapes using single-stranded tiles.
a, The canonical SST motif, adapted from ref. 12. b, Design of an SST rectangle
structure. Left and middle: two different views of the same secondary structure
diagram. Each standard (full) tile has 42 bases (labelled U), and each top and
bottom boundary (half) tile has 21 bases (labelled L). Right: a simplified ‘brick-
wall’ diagram. Standard tiles are depicted as thick rectangles, boundary tiles are
depicted as thin rectangles and the unstructured single-stranded portions of the
boundary tiles are depicted as rounded corners. Each strand has a unique
sequence. Colours distinguish domains in the left panel and distinguish strands

in the middle and right panels. c, Selecting an appropriate subset of SST species
from the common pool in b makes it possible to design a desired target shape,
for example a triangle (left) or a rectangular ring (right). d, Design of a tube with
prescribed width and length. e, Arbitrary shapes can be designed by selecting an
appropriate set of monomers from a pre-synthesized pool that corresponds to a
molecular canvas (top right). To make a shape, the SST strands corresponding
to its constituent pixels (dark blue) will be included in the strand mixture and
the remainder (light blue) will be excluded.
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Complex shapes self-assembled from
single-stranded DNA tiles
Bryan Wei1,2, Mingjie Dai2,3 & Peng Yin1,2

Programmed self-assembly of strands of nucleic acid has proved
highly effective for creating a wide range of structures with desired
shapes1–25. A particularly successful implementation is DNA
origami, in which a long scaffold strand is folded by hundreds of
short auxiliary strands into a complex shape9,14–16,18–21,25. Modular
strategies are in principle simpler and more versatile and have been
used to assemble DNA2–5,8,10–13,17,23 or RNA7,22 tiles into periodic3,4,7,22

and algorithmic5 two-dimensional lattices, extended ribbons10,12 and
tubes4,12,13, three-dimensional crystals17, polyhedra11 and simple
finite two-dimensional shapes7,8. But creating finite yet complex
shapes from a large number of uniquely addressable tiles remains
challenging. Here we solve this problem with the simplest tile form, a
‘single-stranded tile’ (SST) that consists of a 42-base strand of DNA
composed entirely of concatenated sticky ends and that binds to four
local neighbours during self-assembly12. Although ribbons and tubes
with controlled circumferences12 have been created using the SST
approach, we extend it to assemble complex two-dimensional shapes
and tubes from hundreds (in some cases more than one thousand)
distinct tiles. Our main design feature is a self-assembled rectangle
that serves as a molecular canvas, with each of its constituent SST
strands—folded into a 3 nm-by-7 nm tile and attached to four
neighbouring tiles—acting as a pixel. A desired shape, drawn on
the canvas, is then produced by one-pot annealing of all those
strands that correspond to pixels covered by the target shape; the
remaining strands are excluded. We implement the strategy with a
master strand collection that corresponds to a 310-pixel canvas, and
then use appropriate strand subsets to construct 107 distinct and

complex two-dimensional shapes, thereby establishing SST assembly
as a simple, modular and robust framework for constructing
nanostructures with prescribed shapes from short synthetic DNA
strands.

Our 42-base SST motif12 consists of four domains (Fig. 1a), grouped
into two pairs (domains 1 and 2 and domains 3 and 4) that each
consists of 21 nucleotides in total. We design the intermolecular bind-
ing interactions of these domains such that a collection of distinct SST
tiles will arrange into a DNA lattice composed of parallel helices
connected by single-stranded linkages (Fig. 1b, left and middle), form-
ing a ‘brick-wall’ pattern (Fig. 1b, right). The linkages between two
adjacent helices are expected to be the phosphates that connect
domains 2 and 3 of the SSTs, and are thus shown artificially stretched
in the diagrams. They are spaced two helical turns (that is, 21 base
pairs) apart and are all located in the same tangent plane between the
two helices. The rectangular lattice sketched in Fig. 1b contains six
parallel helices, each measuring about eight helical turns; we refer to
this as a 6 helix 3 8 helical turn (6H 3 8T) rectangle. This basic strategy
can be adapted to design rectangles with different dimensions, and
arbitrary shapes approximated with an SST brick-wall pattern
(Fig. 1c). By concatenating pairs of half-tiles on its top and bottom
boundaries into full tiles, we can transform the rectangle in Fig. 1b into
a tube with a prescribed circumference and length (Fig. 1d).

A pre-designed rectangular SST lattice (Fig. 1e, top right) can also be
viewed as a ‘molecular canvas’, where each SST serves as a 3 nm 3 7 nm
‘molecular pixel’. Designing a shape amounts to selecting its constitu-
ent pixels on the canvas, as illustrated by the two examples in Fig. 1e.
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Figure 1 | Self-assembly of molecular shapes using single-stranded tiles.
a, The canonical SST motif, adapted from ref. 12. b, Design of an SST rectangle
structure. Left and middle: two different views of the same secondary structure
diagram. Each standard (full) tile has 42 bases (labelled U), and each top and
bottom boundary (half) tile has 21 bases (labelled L). Right: a simplified ‘brick-
wall’ diagram. Standard tiles are depicted as thick rectangles, boundary tiles are
depicted as thin rectangles and the unstructured single-stranded portions of the
boundary tiles are depicted as rounded corners. Each strand has a unique
sequence. Colours distinguish domains in the left panel and distinguish strands

in the middle and right panels. c, Selecting an appropriate subset of SST species
from the common pool in b makes it possible to design a desired target shape,
for example a triangle (left) or a rectangular ring (right). d, Design of a tube with
prescribed width and length. e, Arbitrary shapes can be designed by selecting an
appropriate set of monomers from a pre-synthesized pool that corresponds to a
molecular canvas (top right). To make a shape, the SST strands corresponding
to its constituent pixels (dark blue) will be included in the strand mixture and
the remainder (light blue) will be excluded.
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We next sought to construct arbitrary shapes using the idea of a
molecular canvas (Fig. 1e), with the 24H 3 28T rectangle as the canvas
and its 310 internal SSTs as the molecular pixels. Attempts to assemble
a triangle by simply annealing the SST species that correspond to the
triangle pixels resulted in severe aggregation and no detectable product
band on an agarose gel (data not shown). The aggregation was
attributed to non-specific interactions between exposed single-
stranded domains of the SST on the hypotenuse boundary of the
triangles. Two designs were tested to eliminate aggregation: one in
which we replaced each exposed domain with a poly(T) segment of
the same length, and one in which we covered each with an ‘edge
protector’ that has a segment complementary to the exposed domain
followed by a 10- or 11-nucleotide poly(T) segment. Both designs
eliminated aggregation and produced the desired triangles with
comparable yields (Supplementary Information, section 4.2), and
can thus be used to construct a pool of SST strands and auxiliary
strands representing the full molecular canvas. We chose the edge
protector design because it involves a smaller (34 instead of 315)
number of auxiliary species (Supplementary Fig. 43) and synthesized
1,344 edge protectors (each 21 nucleotides in length) supplementing
the existing 362 SST strands (Supplementary Information, section 4.2).
With this modification, a prescribed shape can be created by selecting
appropriate SST strands and the auxiliary strands that correspond to
the shape’s boundary. We used this method to construct the triangle
and the three other shapes shown in Fig. 3.

To explore the generality and robustness of the molecular canvas
method, we designed a total of 110 distinct shapes (including the
shapes described above) (Supplementary Information, section 4.3).
Of the targeted designs, 103 produced discernible product bands on
the gel and the expected shapes under AFM in the first assembly trial;
this corresponds to a 94% success rate. The seven failed designs were
challenging shapes resembling 0, 3, ,, @, a hollow H and two Chinese
characters (Supplementary Fig. 57). The first four (0, 3, ,, @) were
slightly redesigned to eliminate potential weak points (for example
narrow connections) and then assembled successfully. We did not
attempt to redesign the remaining three failed shapes, given their
geometrical complexity. Combining these assembly trials gives 107
successful designs out of a total of 114 (a 94% success rate), with gel
yields of targeted shapes ranging from 6% to 40%. Figure 4 shows AFM
images of 100 distinct shapes. See Supplementary Information,
sections 4.3 and 4.6, for schematics of the canvas design and AFM
images, and section 4.5 for detailed gel yields.

We wrote a computer program to automate picking and mixing
strands from a master library (Supplementary Fig. 58). This program
provides the user with a graphical interface to draw (or load a picture
of) a target shape, and then outputs instructions for a robotic liquid
handler to pick and mix the required strands for subsequent annealing.
Each robot batch produces 48 shapes in roughly 48 h, reducing several
man-hours of labour to one machine-hour per shape and also avoiding

potential human mistakes. The robot was used to construct 44 of the
shapes described above.

Different shapes were assembled and purified separately and then
mixed together for efficient AFM imaging (for example, Supplemen-
tary Fig. 72 shows a mixture of the 26 letters of the Latin alphabet). The
shapes were all derived from the same canvas, but coexisted stably after
assembly: there was no sign of shapes merging or deforming each
other. The structures almost always appeared under the AFM with
the desired orientation, facing up towards the viewer (for example,
in Supplementary Fig. 84 this is true of 96% of the structures,
N 5 49). Such biased landing on the mica surface used for AFM
imaging is consistent with free SST structures in solution being rolled
up as a result of their intrinsic curvature12, and unrolling and becoming
flattened when adsorbed onto the mica surface. This feature is useful
for controlling landing orientation, but the expected curvature and
accumulation of twist16,21 in SST structures pose considerable
challenges to straightforward scaling up of SST assemblies to large
sizes. Flat SST structures free of curvature and twist could be con-
structed by shifting relative positions between linkage points12,18, by
deleting bases16,21 or by using a corrugated design4,19. Such modifica-
tions might in principle give access to larger structures and even
facilitate further scaling up using hierarchal assembly strategies19–21,
but may interfere with the standardized modular form of the present
SST motif.

DNA origami9,14–16,18–21,25 typically produces hybrid structures half
composed of biological components (the M13 scaffold) and half com-
posed of synthetic components with sequences derived from the bio-
logical part (the staple strands). By contrast, our SST structures are
made entirely of de novo designed and synthesized short DNA strands,
and we thus have greater sequence as well as material choice. For
example, we constructed a 24H 3 28T rectangle (Supplementary
Information, section 5.1) from SST motifs with completely random
sequences (that is, no sequence symmetry requirement was imposed;
Methods) and a nuclease-resistant 4H 3 4T rectangle (Supplementary
Fig. 87) made of L-DNA, the mirror image of natural D-DNA. In

Figure 3 | Simple shapes designed using a molecular canvas. Top,
schematics; bottom, 500 nm 3 500 nm AFM images. The structures were
constructed using the edge protector strategy, with respective gel yields of 16%,
19%, 22% and 16% (left to right; Supplementary Information, section 4.5), and
AFM yields of 37%, 37%, 51% and 36% (left to right; Supplementary
Information, section 4.7).

Figure 4 | Complex shapes designed using a molecular canvas. AFM images
of 100 distinct shapes, including the 26 capital letters of the Latin alphabet,
10 Arabic numerals, 23 punctuation marks and other standard keyboard
symbols, 10 emoticons, 9 astrological symbols, 6 Chinese characters and
various miscellaneous symbols. Each image is 150 nm 3 150 nm in size.
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Complex shapes self-assembled from
single-stranded DNA tiles
Bryan Wei1,2, Mingjie Dai2,3 & Peng Yin1,2

Programmed self-assembly of strands of nucleic acid has proved
highly effective for creating a wide range of structures with desired
shapes1–25. A particularly successful implementation is DNA
origami, in which a long scaffold strand is folded by hundreds of
short auxiliary strands into a complex shape9,14–16,18–21,25. Modular
strategies are in principle simpler and more versatile and have been
used to assemble DNA2–5,8,10–13,17,23 or RNA7,22 tiles into periodic3,4,7,22

and algorithmic5 two-dimensional lattices, extended ribbons10,12 and
tubes4,12,13, three-dimensional crystals17, polyhedra11 and simple
finite two-dimensional shapes7,8. But creating finite yet complex
shapes from a large number of uniquely addressable tiles remains
challenging. Here we solve this problem with the simplest tile form, a
‘single-stranded tile’ (SST) that consists of a 42-base strand of DNA
composed entirely of concatenated sticky ends and that binds to four
local neighbours during self-assembly12. Although ribbons and tubes
with controlled circumferences12 have been created using the SST
approach, we extend it to assemble complex two-dimensional shapes
and tubes from hundreds (in some cases more than one thousand)
distinct tiles. Our main design feature is a self-assembled rectangle
that serves as a molecular canvas, with each of its constituent SST
strands—folded into a 3 nm-by-7 nm tile and attached to four
neighbouring tiles—acting as a pixel. A desired shape, drawn on
the canvas, is then produced by one-pot annealing of all those
strands that correspond to pixels covered by the target shape; the
remaining strands are excluded. We implement the strategy with a
master strand collection that corresponds to a 310-pixel canvas, and
then use appropriate strand subsets to construct 107 distinct and

complex two-dimensional shapes, thereby establishing SST assembly
as a simple, modular and robust framework for constructing
nanostructures with prescribed shapes from short synthetic DNA
strands.

Our 42-base SST motif12 consists of four domains (Fig. 1a), grouped
into two pairs (domains 1 and 2 and domains 3 and 4) that each
consists of 21 nucleotides in total. We design the intermolecular bind-
ing interactions of these domains such that a collection of distinct SST
tiles will arrange into a DNA lattice composed of parallel helices
connected by single-stranded linkages (Fig. 1b, left and middle), form-
ing a ‘brick-wall’ pattern (Fig. 1b, right). The linkages between two
adjacent helices are expected to be the phosphates that connect
domains 2 and 3 of the SSTs, and are thus shown artificially stretched
in the diagrams. They are spaced two helical turns (that is, 21 base
pairs) apart and are all located in the same tangent plane between the
two helices. The rectangular lattice sketched in Fig. 1b contains six
parallel helices, each measuring about eight helical turns; we refer to
this as a 6 helix 3 8 helical turn (6H 3 8T) rectangle. This basic strategy
can be adapted to design rectangles with different dimensions, and
arbitrary shapes approximated with an SST brick-wall pattern
(Fig. 1c). By concatenating pairs of half-tiles on its top and bottom
boundaries into full tiles, we can transform the rectangle in Fig. 1b into
a tube with a prescribed circumference and length (Fig. 1d).

A pre-designed rectangular SST lattice (Fig. 1e, top right) can also be
viewed as a ‘molecular canvas’, where each SST serves as a 3 nm 3 7 nm
‘molecular pixel’. Designing a shape amounts to selecting its constitu-
ent pixels on the canvas, as illustrated by the two examples in Fig. 1e.
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Figure 1 | Self-assembly of molecular shapes using single-stranded tiles.
a, The canonical SST motif, adapted from ref. 12. b, Design of an SST rectangle
structure. Left and middle: two different views of the same secondary structure
diagram. Each standard (full) tile has 42 bases (labelled U), and each top and
bottom boundary (half) tile has 21 bases (labelled L). Right: a simplified ‘brick-
wall’ diagram. Standard tiles are depicted as thick rectangles, boundary tiles are
depicted as thin rectangles and the unstructured single-stranded portions of the
boundary tiles are depicted as rounded corners. Each strand has a unique
sequence. Colours distinguish domains in the left panel and distinguish strands

in the middle and right panels. c, Selecting an appropriate subset of SST species
from the common pool in b makes it possible to design a desired target shape,
for example a triangle (left) or a rectangular ring (right). d, Design of a tube with
prescribed width and length. e, Arbitrary shapes can be designed by selecting an
appropriate set of monomers from a pre-synthesized pool that corresponds to a
molecular canvas (top right). To make a shape, the SST strands corresponding
to its constituent pixels (dark blue) will be included in the strand mixture and
the remainder (light blue) will be excluded.
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DNA brick origami

structure and strand polarity but preserves the as-
pect ratios and some of the orientational con-
straints on interactions between DNA bricks: The
two protruding round plugs, pointing in the same
direction as the helical axes, represent the two tail
domains; the two connected cubes with recessed
round holes represent the two head domains.A brick
must adopt one of two classes of orientation, hori-
zontal or vertical (Fig. 1B). The two bricks connect
to form a 90° angle via hybridization, represented
as the insertion of a plug into a hole. An insertion is
only allowed between a plug and a hole that carry
complementary sequences with matching polar-
ity (which is not graphically depicted in the cur-
rent model for expositional simplicity). In fig. S2,
we present a more detailed LEGO-like model that
explicitly tracks the polarity of the DNA bricks
and their stereospecific interaction pattern.

Structural periodicities of the design are il-
lustrated in a 6H (helix) by 6H (helix) by 48B
(bp) cuboid structure (Fig. 1, C and D). Bricks

can be grouped into 8-bp layers that contain their
head domains. Bricks follow a 90° counterclock-
wise rotation along successive 8-bp layers, re-
sulting in a repeating unit with consistent brick
orientation and arrangement every four layers.
For example, the first and fifth 8-bp layers in
Fig. 1D share the same arrangement of bricks.
Within an 8-bp layer, all bricks share the same
orientation and form a staggered arrangement
to tile the layer. On the boundary of each layer,
some DNA bricks are bisected to half-bricks,
representing a single helix with two domains.
The cuboid is self-assembled from DNA bricks
in a one-step reaction. Each brick carries a par-
ticular sequence that directs it to fit only to its
predesigned position. Because of its modular
architecture, a predesigned DNA brick structure
can be used for construction of smaller custom
shapes assembled from subsets of DNA bricks
(Fig. 1E). Detailed strand diagrams for the DNA
brick structures are provided in figs. S3 and S4.

3D molecular canvas. The LEGO-like model
can be further abstracted to a 3D model that con-
tains only positional information of each 8-bp
duplex. A 10H by 10H by 80B cuboid is concep-
tualized as a 3D molecular canvas that contains
10 by 10 by 10 voxels. Each voxel fits an 8-bp
duplex and measures 2.5 by 2.5 by 2.7 nm (Fig.
1F). Based on the 3D canvas, a computer program
first generates a full set of DNA bricks, including
full-bricks and half-bricks that can be used to build
a prescribed custom shape. Using 3D modeling
software, a designer then needs only to define the
target shapes by removing unwanted voxels from
the 3D canvas—a process resembling 3D sculpt-
ing. Subsequently, the computer program analyzes
the shape and automatically selects the correct
subset of bricks for self-assembly of the shape.

Self-Assembly of DNA-Brick Cuboid Structures
Using the above design strategy, we constructed
a wide range of DNA brick structures (39). We
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Fig. 1. Design of DNA brick structures analogous to structures built of LEGO®

bricks. (A) A 32-nt four-domain single-stranded DNA brick. Each domain is
8 nt in length. The connected domains 2 and 3 are “head” domains; domains
1 and 4 are “tail” domains. (B) Each two-brick assembly forms a 90° dihedral
angle via hybridization of two complementary 8-nt domains “a” and “a*”. (C)
A molecular model that shows the helical structure of a 6H by 6H by 48B
cuboid 3D DNA structure. Each strand has a particular sequence, as indicated
by a distinct color. The inset shows a pair of bricks. (D) A LEGO-like model of

the 6H by 6H by 48B cuboid. Each brick has a particular sequence. The color
use is consistent with (B). Half bricks are present on the boundary of each
layer. (E) The 6H by 6H by 48B cuboid is self-assembled from DNA bricks. The
bricks are not interchangeable during self-assembly because of the distinct
sequence of each brick. Using the 6H by 6H by 48B as a 3D molecular canvas,
a smaller shape can be designed by using a subset of the bricks. (F) 3D shapes
designed from a 10 by 10 by 10–voxel 3D canvas; each voxel fits 8 bp (2.5 nm
by 2.5 nm by 2.7 nm).
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DNA brick origami

Y. Ke et al., Science 338, 1177 (2012)

fig. S20). Additional TEM images are shown
in figs. S21 to S27. Measured dimensions of
intact particles for each structure agree with the
designs (fig. S28). Gel yields varied from <1 to
~80% (figs. S20C and S28). For structures with
the same number of helices, smaller cuboids
exhibited higher assembly yields. The highest
yield (80%) was observed for the smallest ob-
ject, the 3H by 3H by 64B cuboid; the lowest
yields (<1%) were observed for the 8H by 12H
by 120B, 4H by 24H by 120B, and 12H by 12H
by 48B cuboids. The biggest DNA objects con-
structed in this paper are an 8H by 12H by 120B

cuboid (formed by 728 strands) and a 4H by 24H
by 120B cuboid (formed by 710 strands), which
are identical in molecular weight (24,576 nt,
8 MD, and 60% more massive than an M13-
based DNA origami). Increasing the concentra-
tion for the brick strands helped to increase the
yield for a small cuboid, 4H by 4H by 128B
(fig. S29). In some cases, higher molecular weight
bands can be detected above the product band;
these bands are likely multimers caused by non-
specific interactions between assembled products.
For example, for the 6H by 10H by 64B struc-
ture, TEM revealed that an upper band con-

tained dimers of the cuboids (fig. S30). Cuboids
with 32-bp (32B) helices were also tested but
failed to assemble (fig. S20). This is likely due
to the fact that these cuboids contained only
one crossover between each pair of neighboring
helices and hence were less stable.

Complex Shapes Made from a 10 by 10
by 10–Voxel 3D Canvas
Using the 10 by 10 by 10–voxel 3D canvas (Figs.
1F and 3A and fig. S31), we next constructed
102 distinct shapes (Fig. 3), demonstrating the
modularity of the DNA brick strategy.
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Fig. 3. Shapes made from a 3D molecular canvas. (A) A 10 by 10 by 10–voxel
3D canvas. z axis is the helical axis. Each voxel (8 bp) measures 2.5 by 2.5 by
2.7 nm. (B) Shapes are designed by editing voxels by using 3D modeling
software. (C) A computer program recognizes the voxel composition of each
shape and generates a list of strands to form this shape. The list then is used
to direct an automated liquid-handling robot to mix the strands. (D) After
annealing, the shapes are characterized by means of agarose gel electro-
phoresis and TEM imaging. LaneM contains the 1-kb ladder. The product band is

indicated by the red arrow. (E) Computer-generated models and TEM images of
shapes. The top row for each shape depicts a 3Dmodel, followed by a computer-
generated projection view, an image averaged from six different particles
visualized by using TEM, and a representative raw TEM image. More raw images
are shown in figs. S38 to S54. In a number of cases, multiple projections are
presented. Some shapes with cavities or tunnels are depicted with additional
transparent 3D views that highlight the deleted voxels (colored dark gray). For
example, the top right model of shape 32 shows the enclosed cuboid cavity.
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Shape complementarity with DNA origami

T. Gerling et al., Science 347, 1446 (2015)

programming the structure and dynamics of
higher-order complexes via weak interactions in
shape space. More rarely, nucleic acid molecules
can bind through weaker interactions than base
pairing. Such recognition occurs between ribo-
nuclease P (RNase P), an RNA-based enzyme,
and its substrate, pre–transfer RNA (tRNA),
which undergoes cleavage of its 5′ leader strand
to yield mature tRNA (3). Here, we imitate the
principle by which RNase P recognizes tRNA
using programmable self-assembly with DNA
(4–12) to produce discrete, shape-complementary

three-dimensional (3D) components that interact
via short-ranged, nucleobase stacking bonds. We
present three means for actively influencing
the conformation of objects once assembled: (i)
changing cation concentration; (ii) changing so-
lution temperature; and (iii) a site-directed al-
losteric mechanism based on toehold-mediated
strand displacement reactions (13–20). With our
method, a designer can encode a diversity of readily
reconfigurable DNA devices and assemblies based
on simple geometrical considerations and with-
out having to program detailed strand sequences
for connecting components.
In the system that inspired our assembly strat-

egy, RNase P forms a particular tertiary fold that
contains two structurally separated regions: one
that scaffolds the active site and another that

binds and orients the tRNA substrate (21) (Fig.
1A). Specifically, the acceptor stem and the T loop
of tRNA appear to “click” precisely into a corre-
spondingly shaped binding pocket in RNase P
where they are held in place by a few nucleobase
stacking interactionswith the SdomainofRNaseP
(Fig. 1A) (21). Together with the finding that edge-
complementary single-layer DNA objects can in-
teract specifically via DNA blunt-end stacking
interactions on 2D substrates (22–24), we hypo-
thesized that stacking interactions might suffice to
stabilize 3D higher-order complexes made from
multilayer DNA objects in solution.

Motif design

We thus abstracted and translated the type of
shape recognition RNase P shows for tRNA to the

SCIENCE sciencemag.org 27 MARCH 2015 • VOL 347 ISSUE 6229 1447

Fig. 1. Translating nonhybridization-based shape recognition principles
fromnaturalRNAtosyntheticDNAobjects. (A) Illustration of themechanism
by which RNase P (blue and gray) recognizes tRNA (red and gray). Red: T-loop
and the acceptor stemof tRNA. Blue: the shape-complementary binding pocket
in RNase P. Yellow: interfacial nucleobases that interact through stacking inter-
actions when tRNA binds to RNase P. The images were prepared with UCSF
Chimera (28) based on the atomic coordinates listed in 3Q1R.pdb (29). (B)
Schematic representation of RNAse P–inspired shape recognition between
complementary DNA components. Cylinder elements indicate double-helical
DNA domains that are one helical turn long. (C) Schematic representation of
four shape-complementary, orthogonal multilayer DNA origami bricks. Double-
helical DNA domain protrusions are highlighted in red; recessions are shown in
blue. Asymmetrical features are indicated in dark gray. Arrowheads indicate
asymmetric features along the helical and along the honeycomb pattern, re-

spectively. Models are tilted such that the shape-complementary patterns for
formingdimers ABandCD, and tetramer ABCD, are visible. AB andCDdimers
thus show the faces of bricks B and C, respectively, that are not visible in the
monomer models above. (D) Average negative-stain TEM micrographs of
the self-assembled DNA tetrameric object ABCD in the presence of 25 mM
MgCl2. Black and gray arrowheads highlight the density from the designed
asymmetrical features, as indicated above in (C). Scale bar, 20 nm. (E) Sche-
matics of a switch objectwith one rotational degree of freedom in the open and
closed conformations. Shape-complementary DNA double-helical domain
protrusions and recessions are highlighted in red and blue, respectively. (F)
Average negative-stain TEM micrographs of switch particles. Left: open state
as populated in the presence of 5 mM MgCl2. Right: two orthogonal trans-
mission projections of the closed state, which is adopted in the presence of
25 mM MgCl2. Scale bars, 20 nm.
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programming the structure and dynamics of
higher-order complexes via weak interactions in
shape space. More rarely, nucleic acid molecules
can bind through weaker interactions than base
pairing. Such recognition occurs between ribo-
nuclease P (RNase P), an RNA-based enzyme,
and its substrate, pre–transfer RNA (tRNA),
which undergoes cleavage of its 5′ leader strand
to yield mature tRNA (3). Here, we imitate the
principle by which RNase P recognizes tRNA
using programmable self-assembly with DNA
(4–12) to produce discrete, shape-complementary

three-dimensional (3D) components that interact
via short-ranged, nucleobase stacking bonds. We
present three means for actively influencing
the conformation of objects once assembled: (i)
changing cation concentration; (ii) changing so-
lution temperature; and (iii) a site-directed al-
losteric mechanism based on toehold-mediated
strand displacement reactions (13–20). With our
method, a designer can encode a diversity of readily
reconfigurable DNA devices and assemblies based
on simple geometrical considerations and with-
out having to program detailed strand sequences
for connecting components.
In the system that inspired our assembly strat-

egy, RNase P forms a particular tertiary fold that
contains two structurally separated regions: one
that scaffolds the active site and another that

binds and orients the tRNA substrate (21) (Fig.
1A). Specifically, the acceptor stem and the T loop
of tRNA appear to “click” precisely into a corre-
spondingly shaped binding pocket in RNase P
where they are held in place by a few nucleobase
stacking interactionswith the SdomainofRNaseP
(Fig. 1A) (21). Together with the finding that edge-
complementary single-layer DNA objects can in-
teract specifically via DNA blunt-end stacking
interactions on 2D substrates (22–24), we hypo-
thesized that stacking interactions might suffice to
stabilize 3D higher-order complexes made from
multilayer DNA objects in solution.

Motif design

We thus abstracted and translated the type of
shape recognition RNase P shows for tRNA to the
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Fig. 1. Translating nonhybridization-based shape recognition principles
fromnaturalRNAtosyntheticDNAobjects. (A) Illustration of themechanism
by which RNase P (blue and gray) recognizes tRNA (red and gray). Red: T-loop
and the acceptor stemof tRNA. Blue: the shape-complementary binding pocket
in RNase P. Yellow: interfacial nucleobases that interact through stacking inter-
actions when tRNA binds to RNase P. The images were prepared with UCSF
Chimera (28) based on the atomic coordinates listed in 3Q1R.pdb (29). (B)
Schematic representation of RNAse P–inspired shape recognition between
complementary DNA components. Cylinder elements indicate double-helical
DNA domains that are one helical turn long. (C) Schematic representation of
four shape-complementary, orthogonal multilayer DNA origami bricks. Double-
helical DNA domain protrusions are highlighted in red; recessions are shown in
blue. Asymmetrical features are indicated in dark gray. Arrowheads indicate
asymmetric features along the helical and along the honeycomb pattern, re-

spectively. Models are tilted such that the shape-complementary patterns for
formingdimers ABandCD, and tetramer ABCD, are visible. AB andCDdimers
thus show the faces of bricks B and C, respectively, that are not visible in the
monomer models above. (D) Average negative-stain TEM micrographs of
the self-assembled DNA tetrameric object ABCD in the presence of 25 mM
MgCl2. Black and gray arrowheads highlight the density from the designed
asymmetrical features, as indicated above in (C). Scale bar, 20 nm. (E) Sche-
matics of a switch objectwith one rotational degree of freedom in the open and
closed conformations. Shape-complementary DNA double-helical domain
protrusions and recessions are highlighted in red and blue, respectively. (F)
Average negative-stain TEM micrographs of switch particles. Left: open state
as populated in the presence of 5 mM MgCl2. Right: two orthogonal trans-
mission projections of the closed state, which is adopted in the presence of
25 mM MgCl2. Scale bars, 20 nm.
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Actuation of DNA origami

T. Gerling et al., Science 347, 1446 (2015)

Assembly of structures is controlled by temperature and external salt, 
which screens the electrostatic interaction between charged DNA strands.

position and orientation of individual DNA ob-
jects within larger complexes, we designed four
multilayer DNA origami bricks (Fig. 1C and figs.
S1 to S7) that form the subunits of a tetrameric
complex. The embossed surface of brick A fits
precisely into the recessed surface of brick B and
likewise for combinations of B with C and C
with D. Bricks B, C, and D exhibit characteristic
asymmetric features that helped identify their
orientation when the bricks were imaged with
transmission electronmicroscopy (TEM). Negative-
stain TEM image data and an electrophoretic
mobility analysis confirmed the successful as-
sembly of the designed overall bricklike objects
(fig. S7, A and B), as well as the self-assembly
into all possible multimeric complexes as they
are prescribed by the designed shape comple-
mentarity, including dimers, trimers, and a te-
tramer (Fig. 1D; fig. S7, B to F; and figs. S8 to S21).
To illustrate the ability of the click-in shape

recognition scheme for precisely defining con-
formational states within a multidomain DNA
object, we designed a switchlike DNA object con-
sisting of two rigid beams connected by a pivot
(Fig. 1E and fig. S22). The switch can dwell either
in an ensemble of open states or in a closed state.
The structure of the closed state is prescribed by
shape-complementary patterns of double-helical
DNAdomains that can click into each other when
the two beams draw together (Fig. 1E, right).
Direct imaging by negative-stain TEM confirms
that the switch adopts open and closed confor-

mations, where the closed conformation is struc-
turally well defined (Fig. 1F).

Structural switching

Our RNAse P–inspired shape recognition scheme
creates a tiered hierarchy between intradomain
stability and interdomain interaction because it is
based on few nucleobase stacking interactions,
rather than the many nucleobase pairing inter-
actions that stabilize entire DNA objects. As in
RNAse P (25, 26), the conformational equilibrium
of objects that utilize such shape-complementary
interactions is sensitive to the concentration of
counterions in solution because of repulsions
between the negatively charged surfaces of the
DNA binding partners. These two properties, the
tiered interaction hierarchy and the repulsive
interfaces, create rich opportunities for adjusting
the conformational equilibrium, and changing it
reversibly and rapidly, by global parameters such
as cation concentration and solution temperature.
We test these options in detail using ensemble and
single-molecule fluorescence resonance energy
transfer (FRET) experiments, as well as TEM im-
aging and electrophoretic mobility analysis per-
formed as a function of cation concentration and
temperature with the switch object and for a di-
meric brick complex. For both the switch and the
dimeric bricks, increasing the cation concentra-
tion shifted the conformational equilibrium from
the open or monomeric states to the closed or
dimeric states, respectively (Fig. 2, A and B, and

figs. S12 to S14; S23, A to D; S24 to S29; and S30,
A and B). This process occurred in the presence
of bothmonovalent and divalent cations, but only
when attractive stacking bonds or even stronger
hybridization-based interactions were included
(Fig. 2B, supplementary text S1, and figs. S23, B
to C, and S31 to S40), thus pointing against
unspecific counterion-induced condensation ef-
fects. The transitions were reversible upon cyclic
changes in the concentration of cations (fig. S23E).
The isothermsgeneratedby cation titration agreed
wellwith the predictions of a two-statemodelwith
a free-energy term that depends linearly on the
concentration of cations (Fig. 2B and fig. S30B).
Single switch particles sample the designed open
and closed states on the time scale of fractions of
seconds (supplementary text S2 and figs. S23, F
to I, and S41 to S49). Increasing the concentra-
tion of cations shifts the equilibrium toward the
closed state by predominantly reducing the av-
erage time that the switch dwells in the open state
(fig. S23I).
The greater the strength of the designed in-

teraction between the shape-complementary
interfaces of the switch, the lower the cation con-
centration necessary for stabilizing the closed
state (Fig. 2B and fig. S23, B and C). In the switch
version with 16 stacking bonds, the transition
occurred over a narrow concentration interval
ranging from 6 to 12 mM MgCl2. For stronger
hybridization-based interactions at all comple-
mentary sites instead of the minimal stacking
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Fig. 4. Reversibly reconfigurable non–base pairing multistate DNA devices
with arbitrary shapes. (A) Top row: schematic representations of a reconfig-
urable gear in a fully open state (left), in a partially compacted intermediate
state (center), and in a fully closed state (right). The states can be cyclically
prepared by adjusting, e.g., the cation concentration. Bottom row: average
negative-stain TEM micrographs of the gear, acquired at 100 mMMgCl2 (left)
and at 20 mM MgCl2 (center and right). The cation-dependent operation
principle opening or closing is reversed with respect to, e.g., the switch (Figs.
1 and 2) due to additional cation-dependent attractive surface interactions
with the TEM support grid that “pull” the gear open. (B) Top row: schematic
representation of a nanobook in three states. Bottom row: averaged negative-
stain TEM micrographs acquired at 5 mM (left) and at 50 mM (center and
right) MgCl2. (C) Schematic representation of a heterotrimeric reconfigurable

nanorobot (15 MD) that can be reversibly reconfigured in three different con-
formational states: disassembled, and assembled with open or closed arms,
respectively, by calibrating the concentration of cations in solutions. Average
negative-stain TEM micrographs of the nanorobot were acquired in the pres-
ence of the indicated MgCl2 concentrations. MgCl2 concentration increase
was achieved by adding MgCl2 stock solution; concentration reduction was
achieved by diluting with Mg-free buffer. (See figs. S99 and S100 for TEM
images from a complete assembly, opening, closing, disassembly cycle.)
(D) Top row: schematic representation of two shape-complementary multi-
layer DNA origami objects in square-lattice packing (all other objects in this
work were honeycomb-lattice packing). Bottom row: average negative-
stain TEM micrographs in two distinct views of the heterodimeric complex
at 50 mM MgCl2. Scale bars, 25 nm.
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position and orientation of individual DNA ob-
jects within larger complexes, we designed four
multilayer DNA origami bricks (Fig. 1C and figs.
S1 to S7) that form the subunits of a tetrameric
complex. The embossed surface of brick A fits
precisely into the recessed surface of brick B and
likewise for combinations of B with C and C
with D. Bricks B, C, and D exhibit characteristic
asymmetric features that helped identify their
orientation when the bricks were imaged with
transmission electronmicroscopy (TEM). Negative-
stain TEM image data and an electrophoretic
mobility analysis confirmed the successful as-
sembly of the designed overall bricklike objects
(fig. S7, A and B), as well as the self-assembly
into all possible multimeric complexes as they
are prescribed by the designed shape comple-
mentarity, including dimers, trimers, and a te-
tramer (Fig. 1D; fig. S7, B to F; and figs. S8 to S21).
To illustrate the ability of the click-in shape

recognition scheme for precisely defining con-
formational states within a multidomain DNA
object, we designed a switchlike DNA object con-
sisting of two rigid beams connected by a pivot
(Fig. 1E and fig. S22). The switch can dwell either
in an ensemble of open states or in a closed state.
The structure of the closed state is prescribed by
shape-complementary patterns of double-helical
DNAdomains that can click into each other when
the two beams draw together (Fig. 1E, right).
Direct imaging by negative-stain TEM confirms
that the switch adopts open and closed confor-

mations, where the closed conformation is struc-
turally well defined (Fig. 1F).

Structural switching

Our RNAse P–inspired shape recognition scheme
creates a tiered hierarchy between intradomain
stability and interdomain interaction because it is
based on few nucleobase stacking interactions,
rather than the many nucleobase pairing inter-
actions that stabilize entire DNA objects. As in
RNAse P (25, 26), the conformational equilibrium
of objects that utilize such shape-complementary
interactions is sensitive to the concentration of
counterions in solution because of repulsions
between the negatively charged surfaces of the
DNA binding partners. These two properties, the
tiered interaction hierarchy and the repulsive
interfaces, create rich opportunities for adjusting
the conformational equilibrium, and changing it
reversibly and rapidly, by global parameters such
as cation concentration and solution temperature.
We test these options in detail using ensemble and
single-molecule fluorescence resonance energy
transfer (FRET) experiments, as well as TEM im-
aging and electrophoretic mobility analysis per-
formed as a function of cation concentration and
temperature with the switch object and for a di-
meric brick complex. For both the switch and the
dimeric bricks, increasing the cation concentra-
tion shifted the conformational equilibrium from
the open or monomeric states to the closed or
dimeric states, respectively (Fig. 2, A and B, and

figs. S12 to S14; S23, A to D; S24 to S29; and S30,
A and B). This process occurred in the presence
of bothmonovalent and divalent cations, but only
when attractive stacking bonds or even stronger
hybridization-based interactions were included
(Fig. 2B, supplementary text S1, and figs. S23, B
to C, and S31 to S40), thus pointing against
unspecific counterion-induced condensation ef-
fects. The transitions were reversible upon cyclic
changes in the concentration of cations (fig. S23E).
The isothermsgeneratedby cation titration agreed
wellwith the predictions of a two-statemodelwith
a free-energy term that depends linearly on the
concentration of cations (Fig. 2B and fig. S30B).
Single switch particles sample the designed open
and closed states on the time scale of fractions of
seconds (supplementary text S2 and figs. S23, F
to I, and S41 to S49). Increasing the concentra-
tion of cations shifts the equilibrium toward the
closed state by predominantly reducing the av-
erage time that the switch dwells in the open state
(fig. S23I).
The greater the strength of the designed in-

teraction between the shape-complementary
interfaces of the switch, the lower the cation con-
centration necessary for stabilizing the closed
state (Fig. 2B and fig. S23, B and C). In the switch
version with 16 stacking bonds, the transition
occurred over a narrow concentration interval
ranging from 6 to 12 mM MgCl2. For stronger
hybridization-based interactions at all comple-
mentary sites instead of the minimal stacking
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Fig. 4. Reversibly reconfigurable non–base pairing multistate DNA devices
with arbitrary shapes. (A) Top row: schematic representations of a reconfig-
urable gear in a fully open state (left), in a partially compacted intermediate
state (center), and in a fully closed state (right). The states can be cyclically
prepared by adjusting, e.g., the cation concentration. Bottom row: average
negative-stain TEM micrographs of the gear, acquired at 100 mMMgCl2 (left)
and at 20 mM MgCl2 (center and right). The cation-dependent operation
principle opening or closing is reversed with respect to, e.g., the switch (Figs.
1 and 2) due to additional cation-dependent attractive surface interactions
with the TEM support grid that “pull” the gear open. (B) Top row: schematic
representation of a nanobook in three states. Bottom row: averaged negative-
stain TEM micrographs acquired at 5 mM (left) and at 50 mM (center and
right) MgCl2. (C) Schematic representation of a heterotrimeric reconfigurable

nanorobot (15 MD) that can be reversibly reconfigured in three different con-
formational states: disassembled, and assembled with open or closed arms,
respectively, by calibrating the concentration of cations in solutions. Average
negative-stain TEM micrographs of the nanorobot were acquired in the pres-
ence of the indicated MgCl2 concentrations. MgCl2 concentration increase
was achieved by adding MgCl2 stock solution; concentration reduction was
achieved by diluting with Mg-free buffer. (See figs. S99 and S100 for TEM
images from a complete assembly, opening, closing, disassembly cycle.)
(D) Top row: schematic representation of two shape-complementary multi-
layer DNA origami objects in square-lattice packing (all other objects in this
work were honeycomb-lattice packing). Bottom row: average negative-
stain TEM micrographs in two distinct views of the heterodimeric complex
at 50 mM MgCl2. Scale bars, 25 nm.
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position and orientation of individual DNA ob-
jects within larger complexes, we designed four
multilayer DNA origami bricks (Fig. 1C and figs.
S1 to S7) that form the subunits of a tetrameric
complex. The embossed surface of brick A fits
precisely into the recessed surface of brick B and
likewise for combinations of B with C and C
with D. Bricks B, C, and D exhibit characteristic
asymmetric features that helped identify their
orientation when the bricks were imaged with
transmission electronmicroscopy (TEM). Negative-
stain TEM image data and an electrophoretic
mobility analysis confirmed the successful as-
sembly of the designed overall bricklike objects
(fig. S7, A and B), as well as the self-assembly
into all possible multimeric complexes as they
are prescribed by the designed shape comple-
mentarity, including dimers, trimers, and a te-
tramer (Fig. 1D; fig. S7, B to F; and figs. S8 to S21).
To illustrate the ability of the click-in shape

recognition scheme for precisely defining con-
formational states within a multidomain DNA
object, we designed a switchlike DNA object con-
sisting of two rigid beams connected by a pivot
(Fig. 1E and fig. S22). The switch can dwell either
in an ensemble of open states or in a closed state.
The structure of the closed state is prescribed by
shape-complementary patterns of double-helical
DNAdomains that can click into each other when
the two beams draw together (Fig. 1E, right).
Direct imaging by negative-stain TEM confirms
that the switch adopts open and closed confor-

mations, where the closed conformation is struc-
turally well defined (Fig. 1F).

Structural switching

Our RNAse P–inspired shape recognition scheme
creates a tiered hierarchy between intradomain
stability and interdomain interaction because it is
based on few nucleobase stacking interactions,
rather than the many nucleobase pairing inter-
actions that stabilize entire DNA objects. As in
RNAse P (25, 26), the conformational equilibrium
of objects that utilize such shape-complementary
interactions is sensitive to the concentration of
counterions in solution because of repulsions
between the negatively charged surfaces of the
DNA binding partners. These two properties, the
tiered interaction hierarchy and the repulsive
interfaces, create rich opportunities for adjusting
the conformational equilibrium, and changing it
reversibly and rapidly, by global parameters such
as cation concentration and solution temperature.
We test these options in detail using ensemble and
single-molecule fluorescence resonance energy
transfer (FRET) experiments, as well as TEM im-
aging and electrophoretic mobility analysis per-
formed as a function of cation concentration and
temperature with the switch object and for a di-
meric brick complex. For both the switch and the
dimeric bricks, increasing the cation concentra-
tion shifted the conformational equilibrium from
the open or monomeric states to the closed or
dimeric states, respectively (Fig. 2, A and B, and

figs. S12 to S14; S23, A to D; S24 to S29; and S30,
A and B). This process occurred in the presence
of bothmonovalent and divalent cations, but only
when attractive stacking bonds or even stronger
hybridization-based interactions were included
(Fig. 2B, supplementary text S1, and figs. S23, B
to C, and S31 to S40), thus pointing against
unspecific counterion-induced condensation ef-
fects. The transitions were reversible upon cyclic
changes in the concentration of cations (fig. S23E).
The isothermsgeneratedby cation titration agreed
wellwith the predictions of a two-statemodelwith
a free-energy term that depends linearly on the
concentration of cations (Fig. 2B and fig. S30B).
Single switch particles sample the designed open
and closed states on the time scale of fractions of
seconds (supplementary text S2 and figs. S23, F
to I, and S41 to S49). Increasing the concentra-
tion of cations shifts the equilibrium toward the
closed state by predominantly reducing the av-
erage time that the switch dwells in the open state
(fig. S23I).
The greater the strength of the designed in-

teraction between the shape-complementary
interfaces of the switch, the lower the cation con-
centration necessary for stabilizing the closed
state (Fig. 2B and fig. S23, B and C). In the switch
version with 16 stacking bonds, the transition
occurred over a narrow concentration interval
ranging from 6 to 12 mM MgCl2. For stronger
hybridization-based interactions at all comple-
mentary sites instead of the minimal stacking
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Fig. 4. Reversibly reconfigurable non–base pairing multistate DNA devices
with arbitrary shapes. (A) Top row: schematic representations of a reconfig-
urable gear in a fully open state (left), in a partially compacted intermediate
state (center), and in a fully closed state (right). The states can be cyclically
prepared by adjusting, e.g., the cation concentration. Bottom row: average
negative-stain TEM micrographs of the gear, acquired at 100 mMMgCl2 (left)
and at 20 mM MgCl2 (center and right). The cation-dependent operation
principle opening or closing is reversed with respect to, e.g., the switch (Figs.
1 and 2) due to additional cation-dependent attractive surface interactions
with the TEM support grid that “pull” the gear open. (B) Top row: schematic
representation of a nanobook in three states. Bottom row: averaged negative-
stain TEM micrographs acquired at 5 mM (left) and at 50 mM (center and
right) MgCl2. (C) Schematic representation of a heterotrimeric reconfigurable

nanorobot (15 MD) that can be reversibly reconfigured in three different con-
formational states: disassembled, and assembled with open or closed arms,
respectively, by calibrating the concentration of cations in solutions. Average
negative-stain TEM micrographs of the nanorobot were acquired in the pres-
ence of the indicated MgCl2 concentrations. MgCl2 concentration increase
was achieved by adding MgCl2 stock solution; concentration reduction was
achieved by diluting with Mg-free buffer. (See figs. S99 and S100 for TEM
images from a complete assembly, opening, closing, disassembly cycle.)
(D) Top row: schematic representation of two shape-complementary multi-
layer DNA origami objects in square-lattice packing (all other objects in this
work were honeycomb-lattice packing). Bottom row: average negative-
stain TEM micrographs in two distinct views of the heterodimeric complex
at 50 mM MgCl2. Scale bars, 25 nm.
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Potential issues with self-assembly

combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u

1
a

1 f u
2
a

2 ' ' ' f
um

a
m Xa cið Þþ . . . . Thus, large usage ui

a40
implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
P

a
Xa
Xu
~ua is over all undesired structures

a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui

a

! "
u is higher than its correct usage ui

d
(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui

a

! "
u is closer to the correct usage

ui
d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Figure 2 | Kinetic pathways leading to desired and undesired structures.
Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
structure. For the schematic selection of pathways shown here, yield might
be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u

1
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a
m Xa cið Þþ . . . . Thus, large usage ui

a40
implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
P

a
Xa
Xu
~ua is over all undesired structures

a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui

a

! "
u is higher than its correct usage ui

d
(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui

a

! "
u is closer to the correct usage

ui
d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
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species that increase flux along undesired pathways. Hence, optimal
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,
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where the average ~uah iu¼
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a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
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species that increase flux along undesired pathways. Hence, optimal
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be improved if concentration cb is higher than cp,cg as low cp and cg suppress
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
P

a
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Xu
~ua is over all undesired structures

a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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u is higher than its correct usage ui

d
(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui

a

! "
u is closer to the correct usage
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
structure. For the schematic selection of pathways shown here, yield might
be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,
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where the average ~uah iu¼
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a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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u is higher than its correct usage ui
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(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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species that increase flux along undesired pathways. Hence, optimal
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,
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where the average ~uah iu¼
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a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
structure. For the schematic selection of pathways shown here, yield might
be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
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respect to log ci can be written in terms of usage,
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where the average ~uah iu¼
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a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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! "
u is higher than its correct usage ui

d
(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
structure. For the schematic selection of pathways shown here, yield might
be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
P

a
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Xu
~ua is over all undesired structures

a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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u is higher than its correct usage ui
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(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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! "
u is closer to the correct usage
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
structure. For the schematic selection of pathways shown here, yield might
be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
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Xu
~ua is over all undesired structures

a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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u is higher than its correct usage ui
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(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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u is closer to the correct usage
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
structure. For the schematic selection of pathways shown here, yield might
be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.

NATURE COMMUNICATIONS | DOI: 10.1038/ncomms7203 ARTICLE

NATURE COMMUNICATIONS | 6:6203 | DOI: 10.1038/ncomms7203 | www.nature.com/naturecommunications 3

& 2015 Macmillan Publishers Limited. All rights reserved.

If specific interactions are too strong,
we may get trapped in incomplete structures. 

E.g. green piece has to unbind, before the 
brown piece can bind correctly, but this 

unbinding is exponentially slow!

combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
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a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
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from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
structure. For the schematic selection of pathways shown here, yield might
be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u

1
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1 f u
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a
m Xa cið Þþ . . . . Thus, large usage ui

a40
implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
P

a
Xa
Xu
~ua is over all undesired structures

a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui

a

! "
u is higher than its correct usage ui

d
(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui

a

! "
u is closer to the correct usage

ui
d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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be improved if concentration cb is higher than cp,cg as low cp and cg suppress
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
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~ua is over all undesired structures

a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
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species that increase flux along undesired pathways. Hence, optimal
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be improved if concentration cb is higher than cp,cg as low cp and cg suppress
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
P

a
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Xu
~ua is over all undesired structures

a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui

a

! "
u is higher than its correct usage ui

d
(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui

a

! "
u is closer to the correct usage

ui
d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
structure. For the schematic selection of pathways shown here, yield might
be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
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Xu
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a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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u is higher than its correct usage ui
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(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
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Kinetic arrest: target structure can be self-assembled 
in many different ways.  All components may be used 

up before  generating target structures! This may 
result in many incomplete structures.

Solution: nonuniform concentrations of components 
may guide certain assembly pathways.

combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the
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respect to log ci can be written in terms of usage,
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proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
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from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
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proportionality constant in equation (3) is always positive.
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from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
P

a
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Xu
~ua is over all undesired structures

a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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u is higher than its correct usage ui
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(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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! "
u is closer to the correct usage
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.

NATURE COMMUNICATIONS | DOI: 10.1038/ncomms7203 ARTICLE

NATURE COMMUNICATIONS | 6:6203 | DOI: 10.1038/ncomms7203 | www.nature.com/naturecommunications 3

& 2015 Macmillan Publishers Limited. All rights reserved.

combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
Xa ficið Þ & f u
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implies that increasing the concentration of species i will greatly
increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,

~rY / ~ud ( ~uah iu ð3Þ

where the average ~uah iu¼
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Xu
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a, each weighted by the amount Xa of it produced. The
proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
average undesired usage ui
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u is higher than its correct usage ui
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(and vice-versa). Changing concentrations in such a manner
produces different distributions of undesired structures Xa/Xu,
whose average undesired usage ui
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d. The resulting optimal concentrations can be very different

from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Effective rate constants k (and hence fluxes) along different pathways
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species that increase flux along undesired pathways. Hence, optimal
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combinatorial explosion of competing structures. We then
demonstrate that the principle of undesired usage can also
alleviate kinetic yield catastrophes in non-equilibrium models,
focusing on two models of recent interest in colloidal and DNA
brick assembly. In the systems we study, the yield improvement
from non-stoichiometric concentrations is typically larger when
the stoichiometric concentrations yield is smaller.

Results
Undesired usage must balance desired usage. We consider self-
assembly of heterogeneous structures made of n components; each
component is one of m species types and has multiple distinct
binding sites. Besides the desired structure, the m species of
components can assemble numerous incomplete or incorrect
undesired structures. (See Fig. 2 where m ¼ n ¼ 4.) Incomplete
structures are pieces of the desired structure that do not have all
the necessary components, whereas incorrectly bound structures
contain weak ‘crosstalking’ interactions. Such undesired structures
vary in size, shape and composition and can markedly reduce yield.

We define yield Y as the number of desired structures
produced relative to all undesired structures. That is,

Y ¼ Xd

XdþXu
ð1Þ

where Xd(ci), Xu(ci) are the numbers of desired and undesired
structures produced by assembly and which depend on
species concentrations ci. Xu can be written as a sum over all
undesired structures a, Xu ¼

P
a Xa.

We define the ‘usage’ ui
a of species i by structure a:

ui
a % @log ci log Xa: ð2Þ

ui
a reflects how the production rate of structure a depends on the

concentration of component i. For example, consider an
experiment carried out using concentrations ci and then
perturb around these concentrations, ci - fici. If the perturba-
tions are small, we can Taylor expand log Xa to write
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increase the production of structure a. The gradient of yield with
respect to log ci can be written in terms of usage,
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proportionality constant in equation (3) is always positive.

This equation defines the principle of undesired usage—yield is
improved by lowering the concentration of component i whose
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from the stoichiometry in the desired structure.
Our analysis of specific models will show that the resulting

yield improvements are marked. In what follows, we apply this
principle to equilibrium assembly as well as to two paradigmatic
kinetic examples. In our model of equilibrium assembly, ci and Xa
in equation (2) will refer to steady-state concentrations, and we
analytically show that the usage ui

a is the number of occurrences
of species i in structure a. In our kinetic models, ui

a quantifies the
dependence of the final amount Xa of structure a on initial
concentrations ci that deplete with time. Thus, equation (3) can
be applied to both steady-state or initial concentrations and to
equilibrium or kinetic assembly.

Equilibrium assembly and yield catastrophes. We begin by
studying equilibrium assembly. We assume that the interactions
between binding sites in the desired structure are strong and of
energy s kBT o0. For example, in Fig. 3, components 6 and 7 and
components 4 and J1 have strong binding with each other. In
many systems, such as DNA bricks designed with random
sequences or protein assemblies, the strong interaction energy
will typically vary across the structure. Optimal concentrations
will depend on such variation in binding energies and can be
computed using the framework we introduce below; for simpli-
city, we focus on the case of a single strong binding energy scale s
kBT and discuss generalizations in Supplementary Note 1.

In any natural or synthetic system, there is always some level of
nonspecific interactions that we call ‘crosstalk’12,18,20,31–33. To
model crosstalk, we assume that all non-desired binding sites
interact weakly with an energy w kBT o0 that is distributed
randomly as r(w). Thus, components 6 and 2 interact through
such a weak crosstalk interaction. The ‘male’ site of component 3
interacts weakly with all components since it is unbound in the
desired structure.

We assume for now that each component i is supplied at a
fixed chemical potential mi, so the concentration of free
components has the constant value ci ¼ ebmi , with b ¼ 1

kBT. This
steady-state model mimics the assembly of the ribosome
and other macromolecular complexes whose protein components
are being continually produced, or assembly in a large sea of
components whose concentrations change very little
during assembly. Recent works10,34,35 suggest that, in some
temperature regimes, the experiments of9,10 can be described in
such a manner. See kinetic models below for complementary
possibilities.

Yield at equilibrium can be obtained by summing the partition
function over all undesired structures; we developed a method
adapted from Feynman diagrams to perform such numerical
computations efficiently (see Methods section). We find that yield
is determined by an energy–entropy balance, with the number of
the most stable competing structures growing as Bn2 and each
such crosstalk-containing structure suppressed by an energetic
factor of e( b(w( s). Building structures of size n with any yield at
all requires the energetic suppression to dominate which in turn
implies a bound on the crosstalk energy w. Extending such
analytic arguments (detailed in Supplementary Note 2 and
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Figure 2 | Kinetic pathways leading to desired and undesired structures.
Effective rate constants k (and hence fluxes) along different pathways
depend on concentrations ci of species in differing ways. Yield is improved
by decreasing concentrations of species with high ‘undesired usage’, that is,
species that increase flux along undesired pathways. Hence, optimal
concentrations ci may differ greatly from the stoichiometry of the desired
structure. For the schematic selection of pathways shown here, yield might
be improved if concentration cb is higher than cp,cg as low cp and cg suppress
incorrect and incomplete structures, respectively.
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Structural colors

Morpho butterfly

Marble berry

cuticle and air9,10 (Fig. 3b, c). Photonic structures of reduced dimen-
sions, present in certain Coliasbutterflies, effect intense UV visibility11.
In other species of butterfly, orientational adjustments to the align-
ment of such discrete multilayers produce strong angle-dependent
iridescence that provides high-contrast colour flicker with minimal
wing movement12 or strong iridescence at grazing incidence when
viewed posteriorly13.

The discrete layering in the examples above contrasts with the
more continuous layering, which appears to have developed primarily
to induce cryptic colouration, in other butterfly species. In certain
architectures, this may not only bring about colour stimulus
synthesis14 but also strong linearly polarized reflection of a specific
colour, an effect that contributes to intraspecific communication15.
Several species accomplish this using a multilayered structure
embedded in 2D arrays of deep concavities (Fig. 4a, b); this design
enables the reflection of yellow light at normal incidence from the
base of each concavity and blue light through a double reflection
from opposite and perpendicularly inclined sides of each concavity
(Fig. 4c) to produce a blue annulus with a yellow centre16 (Fig. 4d).
The juxtaposition of these two colours synthesizes the green coloura-
tion perceived by the human eye—and possibly by the predator’s.

Certain Coleoptera, however, exhibit continuously layered exo-
cuticle that strongly reflects circularly polarized light through an
analogue of optically active cholesteric liquid crystalline structures.
The helical arrangement of chitin microfibrils that make up such
exocuticle, and which are systematically rotated by a small amount
across successive planes, creates a periodicity that produces circularly
polarized coloured reflection17. In other words, the polarized reflec-
tion is not derived from optical rotation at a molecular level from the
L-amino acids of the cuticle protein and the D-amino sugars of the
chitin; instead it arises at the supermolecular level and is similar to
that exhibited by a cholesteric liquid crystal from the rotation of the
local average alignment direction of the liquid crystal molecules (the
director). Although similar helical structures are found in many
other iridescent species, they are rarely responsible for similarly
strong colouration and anomalous polarization properties4.

Structurally coloured avian feather barbs and integument,
although they exhibit less structural diversity than scales of Lepi-
doptera, are no less remarkable. Recent analyses suggest that such

colour as is seen in many Avian orders, is the product of coherent,
rather than incoherent, scatter from the spatial variation in refractive
index of medullary keratin in feather barbs or of collagen fibres in the
dermis18. 

Photonics in flora 
Advanced photonic development is not limited to fauna. Certain
anomalous species of flora also show partial PBGs that underpin an
often vivid structural colour19 (Fig. 5a). Invariably this is mediated by
variations in 1D multilayering (although more complex structural
designs are also thought to exist), producing iridescence in vascular
plant leaves, fruits and marine algae4. Periodicity is generally formed
by laminations of hydrated cellulose, which are usually located close
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Figure 2 Iridescent setae from polychaete worms. a, Scanning electron micrograph
(SEM) and b–d, transmission electron micrograph (TEM) images of transverse sections
through a single iridescent seta. Bars, a, 2 !m; b, 5 !m; c, 1 !m; d, 120 nm.

b

c

a

Figure 3 Iridescence in the butterfly Morpho rhetenor. a, Real colour image of the blue
iridescence from a M. rhetenor wing. b, Transmission electron micrograph (TEM) images
showing wing-scale cross-sections of  M. rhetenor. c, TEM images of a wing-scale
cross-section of the related species M. didius reveal its discretely configured multilayers.
The high occupancy and high  layer number of M. rhetenor in b creates an intense
reflectivity that contrasts with the more diffusely coloured appearance of M. didius, in
which an overlying second layer of scales effects strong diffraction4. Bars, a, 1 cm; b,
1.8 !m; c, 1.3 !m.

c d

ba

Figure 4 Iridiscence in Papilo palinurus. a, SEM of an iridescent scale showing its array
of concavities, each with a section that exhibits the curved multilayering shown by
transmission electron micrography in b. This structure produces two simultaneous
structural colours c, yellow and blue . d, The blue annulus is created by a double
reflection from opposite and perpendicular concavity sides. d also schematically
illustrates the way in which incident linearly polarized blue light has its e-vector (dotted
lines) rotated by this double reflection. Bars, a, 15 !m; b, 1 !m; c, 6 !m.
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Here, we use synchrotron small angle X-ray scattering
(SAXS) to quantitatively characterize the nanostructure
and optical function of a large sample of structurally
coloured feathers with spongy barb nanostructures,
from across the phylogeny of birds. We examine the
nanostructure and optical properties of 297 distinc-
tly coloured feathers from 230 species belonging to
163 genera in 51 avian families (see electronic sup-
plementary material, table S1). SAXS is a precision
structural tool routinely used in material science to
directly measure bulk structural correlations in com-
plex nanostructured morphologies [28–31]. SAXS
enables a direct experimental measurement of the two-
dimensional projection of the three-dimensional Fourier
transform of the scattering structure (figure 3) with
essentially no sample preparation, allowing for rapid
throughput inconceivable with electron microscopy
methods [29,31,32]. The azimuthal average of the
SAXS pattern gives the X-ray scattering intensity as a

function of q, the scattering wavevector, or spatial
frequency of variation in electron density (which is a
proxy for variation in refractive index). The SAXS
patterns resolve spatial correlations of dimensions 2p/q
that range from a few tens to several hundred nano-
metres (figures 3–5). X-rays also interact only weakly
with soft biological tissues because of the relatively low
electron density of biological media [28–31,35]. Hence,
SAXS provides single scattering data that are highly
suited to quantitatively predict the interactions of
visible light with the nanostructure without artefacts
resulting from multiple scattering. Recently, we applied
SAXS to a few species with non-iridescent feather
barb structural colours—Eastern Bluebird (S. sialis),
Purple-throated Cotinga (Cotinga maynana), Blue
Cotinga (Cotinga cotinga), Asian Fairy Bluebird
(Irena puella), Indian Roller (Coracias benghalensis)
and Blue Penguin (Eudyptula minor)—and successfully
modelled the directional light scattering properties of

(a) (b) (c)

(d) (e) ( f )

(g) (h) (i)

Figure 2. Diversity of non-iridescent feather barb structural colours in birds and morphology of their underlying three-dimensional
amorphous photonic nanostructures with short-range quasi-periodic order. (a) Female Silver-breasted Broadbill (Serilophus lunatus,
Eurylaimidae). (b) Male Eastern Bluebird (S. sialis, Turdidae). (c) Male Plum-throated Cotinga (Cotinga maynana, Cotingidae).
(d) SEM image of a rudimentary nanostructure with a very thin layer (1 mm or less) of a disordered network of spongy b-keratin
bars present at the periphery of the medullary barb cells from the pale blue-grey primary coverts of S. lunatus, (e) TEM image of a
channel-type b-keratin and air nanostructure from royal blue back contour feather barbs of S. sialis. ( f ) TEM image of a sphere-
type b-keratin and air nanostructure from the dark turquoise blue back contour feather barbs of C. maynana. (g– i) Representative
two-dimensional small-angle X-ray scattering (SAXS) diffraction patterns for the rudimentary, channel- and sphere-type feather
barb nanostructures in (d– f ), respectively. The SAXS patterns for both channel- and sphere-type nanostructures exhibit ring-
like features that demonstrate the isotropy and short-range spatial periodicity of these nanostructures, whereas the rudimentary
barb nanostructure shows a diffuse, disc-like pattern. The false colour encoding corresponds to the logarithm of the X-ray scattering
intensity. Scale bars: (d) 250 nm; (e,f) 500 nm; (g– i) 0.05 nm21. Photo credits: (a) Yiwen Yiwen (image in the public domain);
(b) Ken Thomas (image in the public domain); and (c) Thomas Valqui (reproduced with permission).
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coloured feathers with spongy barb nanostructures,
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that range from a few tens to several hundred nano-
metres (figures 3–5). X-rays also interact only weakly
with soft biological tissues because of the relatively low
electron density of biological media [28–31,35]. Hence,
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Figure 2. Diversity of non-iridescent feather barb structural colours in birds and morphology of their underlying three-dimensional
amorphous photonic nanostructures with short-range quasi-periodic order. (a) Female Silver-breasted Broadbill (Serilophus lunatus,
Eurylaimidae). (b) Male Eastern Bluebird (S. sialis, Turdidae). (c) Male Plum-throated Cotinga (Cotinga maynana, Cotingidae).
(d) SEM image of a rudimentary nanostructure with a very thin layer (1 mm or less) of a disordered network of spongy b-keratin
bars present at the periphery of the medullary barb cells from the pale blue-grey primary coverts of S. lunatus, (e) TEM image of a
channel-type b-keratin and air nanostructure from royal blue back contour feather barbs of S. sialis. ( f ) TEM image of a sphere-
type b-keratin and air nanostructure from the dark turquoise blue back contour feather barbs of C. maynana. (g– i) Representative
two-dimensional small-angle X-ray scattering (SAXS) diffraction patterns for the rudimentary, channel- and sphere-type feather
barb nanostructures in (d– f ), respectively. The SAXS patterns for both channel- and sphere-type nanostructures exhibit ring-
like features that demonstrate the isotropy and short-range spatial periodicity of these nanostructures, whereas the rudimentary
barb nanostructure shows a diffuse, disc-like pattern. The false colour encoding corresponds to the logarithm of the X-ray scattering
intensity. Scale bars: (d) 250 nm; (e,f) 500 nm; (g– i) 0.05 nm21. Photo credits: (a) Yiwen Yiwen (image in the public domain);
(b) Ken Thomas (image in the public domain); and (c) Thomas Valqui (reproduced with permission).
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Chrysina aurigans
beetle

1310

the integrating-sphere analysis, the leaf of Ficus macrophylla
macrophylla showed a similar reflectance pattern to that of C.
grayanus in terms of wavelength and reflectivity (Fig. 3).

A. parvulus and C. grayanus are structurally coloured as a
result of multilayer reflectors in their cuticle, as determined
from SEM and TEM analyses. C. grayanus possesses a regular
‘non-ideal’ reflector, in the sense that the optical thicknesses
of all layers are not equal. Twelve layers each of high- and
low-index material are present in the reflector, but the
thickness of the high-index layers is 50 nm, whereas the low-
index layers are 200 nm thick. A. parvulus possesses a chirped
multilayer reflector where the optical thickness of each layer
decreases with depth in the structure. The actual thickness of
all high-index layers and, separately, all low-index layers,
decreases with depth, while the refractive indices remain equal
for each layer type. A micrograph of a gold beetle

(Aspidomorpha tecta) chirped reflector is shown in Fig. 4,
from Neville (1977). Using our program and the refractive
indices 1.73 and 1.40, the colour predicted from this reflector
was found to be yellow with a green tinge in reflected light
[Commission Internationale de l’Eclairage (C.I.E.) colour
coordinates: x=0.371, y=0.423, luminosity=70.28] and purple
in transmitted light, i.e. the colours actually observed. The
calculated reflectance for this reflector is shown in Fig. 5.
Recalculation using 1.56 as the high refractive index did not
modify the colour (new C.I.E. colour coordinates: x=0.349,
y=0.436, luminosity=30.0), only the reflectivity varied
(decreased from 91 to 52 %).

In C. grayanus, the epicuticle (external layer of cuticle) is
irregularly wrinkled, at the micrometre level, at its exterior
surface and is composed of irregularly arranged ‘fibrils’,
approximately 0.5–1.0µm thick. In comparison, the epicuticle
of A. parvulus has a smooth external surface (excluding the
sensory ‘pits’) and is smooth in cross section (no ‘fibrils’
evident). The reflectors of both C. grayanus and A. parvulus
are summarised in Fig. 6 from numerous electron microscopic
examinations (many micrographs were taken because the
cuticles, and hence the reflectors, tended to split).

Discussion
Although we have no experimental evidence of the function

of the structural colour of Anoplognathus parvulus and
Calloodes grayanus, on the basis of their optical effects we
consider that in A. parvulus the colour will provide
conspicuousness (probably for conspecific recognition) against
a leaf background, and in C. grayanus that the colour will
provide camouflage because its reflection closely matches that
of a leaf (Fig. 3). Another major difference in the reflectance
from A. parvulus and C. grayanus, other than the proportional
reflectance and colour, is that in A. parvulus only part of its
body appears coloured from any one direction, whereas in C.
grayanus its entire body appears equally coloured from every
direction (a property required for camouflage). Considering the

A. R. PARKER, D. R. MCKENZIE AND M. C. J. LARGE

Fig. 4. Transmission electron micrograph of a section cut vertically
through the cuticle of the gold beetle Aspidomorpha tecta. The
external surface is uppermost. A ‘chirped’ reflector is evident in the
endocuticle. See Fig. 5 for reflectance graph. Photograph by H. E.
Hinton, taken from Neville (1977). Scale bar, 1µm.
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Fig. 5. Graph showing the calculated reflectance from the ‘chirped’
reflector of the gold beetle Aspidomorpha tecta shown in Fig. 4.
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Plum-throated Cotinga

Structural colors of animals and plants appear due to the selective 
reflection of ambient light on structural features underneath the surface.

Peacock feather eyes

bleak fish

Animal multilayer reflectors that are approximated as per-
iodic can be theoretically characterized using a ‘quarter-wave
stack’ analytical model in which both the high- and low-
index layers in the reflector have optical thickness equal to a
quarter of the peak reflection wavelength [3,4,31]. In addition,
a modern analogy is sometimes drawn between periodic
animal multilayer reflectors and one-dimensional photonic
crystals [32,33]. The spectral bandwidth of the high reflection
region is associated with the ‘photonic band-gap’, which
describes the spectral region where light cannot propagate
within the structure [34,35]. By contrast, the theoretical charac-
terization of the reflectivity from animal reflectors that contain a
higher level of disorder cannot be approximated to a ‘quater-
wave stack’. Calculations of the reflectivity have been reliant
upon numerical modelling, and consequently, some commonly
occuring optical properties, such as the presence of unbroken
broadband ‘silvery’ reflection spectra [3,21,22,24] or polariz-
ation-insensitive reflectivity [13,22,36], lack an explanation in
terms of the propagation of light within the reflective structure.

A physical parallel between random stack models of animal
multilayer reflectors and Anderson localization has been
suggested in two previous biophotonic studies [20,21], although
has yet to be explored in any detail. The theory of Anderson
localization explains how waves become spatially confined in
a disordered medium. It was originally conceived as a way to
explain the transport properties of electrons in a semiconductor
and the related behaviour of the quantum wave function [37].
The theory is now, however, understood to be a universal
wave phenomenon that also applies to electromagnetic waves
[38–40], matter waves [41] and acoustic waves [42]. The physical
origin of Anderson localization is entirely due to multiple scat-
tering and coherent interference [40]. In one-dimensional

random stack systems (which includes optical multilayer reflec-
tors), the theory of Anderson localization predicts an
exponential decay in the amplitude of the transmitted wave as
a function of the system length; an effect that is quantified by
the localization length [43,44]. In random optical multilayers, the
exponential decay in transmission provides a general explanation
for the production of broadband mirror-like reflectivity [45].

In this paper, we illustrate that the theory of Anderson
localization and the property of the localization length enables
the reflectivity from animal multilayer reflectors with vary-
ing degrees of disorder to be understood within a common
theoretical framework. Our paper should not be seen as a demon-
stration of a new way of calculating reflection spectra, more
an illustration that a diversity of optical properties (including
‘coloured’, ‘silvery’ and polarization-insensitive reflectivity) can
be explained by the same coherent interference process. We sum-
marize the trends in layer thickness disorder in animal reflectors
(§2), and then describe how the reflectivity and localization
length can be calculated (§3). We then illustrate how, from the
perspective of localization theory, disordered animal multilayer
reflectors can control the spectral properties (§4) and the polari-
zation properties (§5) of reflection. Finally, we discuss the
consequences of our study for both biologists and physicists (§6).

2. Thickness disorder in animal multilayer
reflectors

Throughout this paper, we use guanine–cytoplasm reflec-
tors (common to fish and spiders) as a model system. These
reflectors have been well described in the previous literature
[3,16,21–25]. Figure 1a is a transmission electron micrograph

(a)

5 mm

2 mm

(b)

(c)

Figure 1. (a) A transmission electron microscopy section of a disordered guanine – cytoplasm multilayer reflector in the skin of Lepidoptus caudatus [21]. (b) An
individual guanine crystal in solution from Cyprinus carpio [23]. (c) An individual guanine crystal in situ from Cy. carpio [23].
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We report the mechanism of color production in peacock feathers.
We find that the cortex in differently colored barbules, which
contains a 2D photonic-crystal structure, is responsible for colora-
tion. Simulations reveal that the photonic-crystal structure pos-
sesses a partial photonic bandgap along the direction normal to the
cortex surface, for frequencies within which light is strongly
reflected. Coloration strategies in peacock feathers are very inge-
nious and simple: controlling the lattice constant and the number
of periods in the photonic-crystal structure. Varying the lattice
constant produces diversified colors. The reduction of the number
of periods brings additional colors, causing mixed coloration.

Color production in nature takes advantage of either struc-
tural coloration (1, 2) or pigmentation. Structural colors

result from the interaction of light waves with a featured
structure having the same order of size as the light wavelength.
Structural colors in avian feathers have been usually qualitatively
understood by thin-film interference (3!5) or the scattering
from a spongy matrix structure incoherently (6, 7) or coherently
(8, 9). Although the structural colors of avian feathers have been
studied for a long time (10!14), many questions remain to be
answered. In particular, the precise physical mechanism that
produces the diversified colors in peacock tail feathers has not
been established.

Materials and Methods
The male peacock tail contains spectacular beauty because of
the brilliant, iridescent, diversified colors and the intricate,
colorful eye patterns. Peacock feathers serve as an excellent
canonical example for investigating structural colors in avian
feathers. The structures of the blue, green, yellow, and brown
barbules in the eye pattern of a male green peacock (Pavo
muticus) feather were characterized by using an optical micro-
scope and a scanning electron microscope. The peacock tail
feather has a central stem with an array of barbs on each side.
On each side of a barb there is an array of flat barbules. Each
barbule has round indentations of typically "20–30 !m, which
disperse the incident light, causing coloration. The round inden-
tation has a smoothly curved crescent-like profile in transverse
cross section (14).

To understand the detailed mechanisms of color production
in peacock feathers, a plane-wave expansion method (15) was
used to calculate the photonic band structure of the periodic
photonic structures. A transfer matrix method (16) was adopted
to compute the reflectance spectra to compare with experimen-
tal results.

Results and Discussion
Fig. 1 shows the submicron structures of barbules. The transverse
cross sections reveal that a barbule consists of a medullar core
of "3 !m enclosed by a cortex layer. Interestingly, the cortex of
all differently colored barbules contains a 2D photonic-crystal
structure (14, 17!19) made up of melanin rods connected by
keratin. The longitudinal cross section shows that the melanin
rod length is "0.7 !m. Melanin is created by melanocyte cells,
deposited in developing feathers, and becomes fixed in the
keratinized feather structure (6). Photonic-crystal structures in
all differently colored barbules are quite similar. In the blue,
green, and yellow barbules, the lattice structure is nearly square,

whereas in the brown barbule it is a rectangular lattice. The only
differences are the lattice constant (rod spacing) and the number
of periods (melanin rod layers) along the direction normal to the

This paper was submitted directly (Track II) to the PNAS office.

*To whom correspondence may be addressed. E-mail: jzi@fudan.edu.cn or liuxh@
fudan.edu.cn.
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Fig. 1. Scanning electron microscope images of barbule structures. (A)
Transverse cross section of the green barbule. The outer cortex layer contains
a periodic structure. The central part is the medullar layer. Transverse cross
section of the cortex under higher magnification is shown for the green (B)
and brown (C) barbules. The surface of the cortex is a thin keratin layer.
Beneath the surface keratin layer, there is a 2D photonic crystal-like structure.
This 2D photonic crystal is made up of an array of melanin rods connected by
keratin. The remaining hollows are air holes (dark gray). Melanin rods are
parallel to the cortex surface. The melanin rods embedded in the surface
keratin layer can be clearly seen. (D) Longitudinal cross section of the green
barbule with the surface keratin layer removed.
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Dynamic structural colors

J. Teyssier et al., Nat. Comm. 6, 6368 (2015)

Chameleon (speed 8x)

Changes in osmotic concentration lead to the 
swelling of cells in excited chameleon. This 
changes the spacing of periodic structure 
from which the ambient light is reflected.

spectrum by the transmittance of a 150-mm-thick layer of skin29

(identical, in this spectral range, to that of water30), we produce a
reflectance spectrum (green curve in Fig. 3c) that matches the
shape of the measured reflectivity spectrum (black dashed curve
in Fig. 3c) in the range 900–2,500 nm. The match below
wavelengths of 900 nm is substantially less good, as we
exclusively consider the D-iridophore crystals in our Fourier
power spectrum analysis, that is, we ignore pigments and
S-iridophores, which both strongly influence the measured
reflectivity in the visible range. Hence, the thick layer of
D-iridophores has the potential to play in some species, such as
the panther chameleon, a substantial role in thermal protection.
Comparative analyses with similar measurements in chameleonid
and non-chameleonid species (for example, see Supplementary
Fig. 4 and refs 31,32) is warranted to identify whether reflectivity
in the near-infrared range is substantially and systematically
higher in chameleons than in other lizards. It is noteworthy that
the iridophores found in non-chameleonid lizards can exhibit
guanine crystals with diverse sizes, shapes and organizations
(some of which generate structural colours14) but are not
organized into two superposed layers of functionally different
iridophores (Fig. 3a).

Discussion
Combining experimental methods from biology and physics,
as well as optical modelling, we have shown that panther
chameleons rapidly change colour (hue) by actively tuning the
photonic response of a lattice of small guanine nanocrystals in
S-iridophores. The molecular mechanisms involved in this
process remain to be determined; however, given that iridophores
share the same neural-crest origin as pigmented chromatophores,
the active tuning of guanine crystal spacing we describe here
could be considered analogous to movements of pigment-
containing organelles in other types of chromatophores, possibly

through similar neural or hormonal mechanisms33. In
chameleons, these S-iridophores are positioned on the top of a
second thick layer of D-iridophores, with larger, flatter and
somewhat disorganized guanine crystals, which reflects a
substantial proportion of direct and indirect sun radiations,
especially in the near-infrared range.

Chameleons form a highly derived monophyletic group of
iguanian lizards that originated in post-Gondwanan Africa
around 90 million years ago34,35. Undoubtedly, some species of
chameleons occupy quite open environments where they are
exposed to high levels of sunlight. In particular, panther
chameleons and veiled chameleons (studied here) occur in dry,
hot environments (Northern Madagascar and Yemen,
respectively) and are highly exposed to sunlight such that the
45% decrease in sunlight absorption caused by D-iridophores
(Fig. 3b,c) is likely to be advantageous for survival. However, the
ancestral function of D-iridophores might not be associated with
passive thermal protection, because extant species of the basal
lineages in the phylogeny of chameleons34 are dense-forest
dwellers (that is, not exposed to a dry and sunny environment),
suggesting that the common ancestor of chameleons might have
exhibited a similar ecology (but see alternative evolutionary
scenarios in Supplementary Discussion).

The organization of iridophores into two superposed layers
constitutes an evolutionary novelty for chameleons that allows
some species to combine efficient camouflage with spectacular
display. Additional analyses are warranted to identify whether the
deep layer of iridophores in chameleons further provide them
with improved resistance to variable sunlight exposure.

Methods
Animals. Maintenance of and experiments on animals were approved by the
Geneva Canton ethical regulation authority (authorization 1008/3421/1R) and
performed according to the Swiss law.
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Figure 2 | In-vivo skin colour change in chameleons is reproduced ex vivo. (a) TEM images of the lattice of guanine nanocrystals in S-iridophores
from the same individual in a relaxed and excited state (two biopsies separated by a distance o1 cm, scale bar, 200 nm). This transformation and
corresponding optical response is recapitulated ex vivo by manipulation of white skin osmolarity (from 236 to 1,416 mOsm): (b) reflectivity of a skin
sample (for clarity, the 19 reflectivity curves are shifted by 0.02 units along the y axis) and (c) time evolution (in the CIE chromaticity chart) of the colour of
a single cell (insets i–vi; Supplementary Movie 4); both exhibit a strong blue shift (red dotted arrow in b) as observed in vivo during behavioural colour
change. Dashed white line: optical response in numerical simulations (cf. Fig. 1b) with lattice parameter indicated with dashed arrows. Note that increased
osmotic pressure corresponds to behavioural relaxation; hence, the reverse order (white arrowhead in CIE colour chart) of red to green to blue time
evolution in comparison with Fig. 1b. (d) Variation of simulated colour photonic response for each vertex of the irreducible first Brillouin zone (colour
outside of the Brillouin zone indicates the average among all directions) shown for four lattice parameter values (from Supplementary Movie 5)
of the modelled photonic crystal. L-U-K-W-X are standard symmetry points.
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Comb Jelly (real time)

298 V. L. Welch and J.-P. Vigneron

Fig. 2 (a) The comb-jellyfish (ctenophore) Beroë cucumis—the bright colouration from its comb-rows results
from photonic crystals within the combs. Image by Kevin Raskoff, reproduced with permission; (b) Trans-
mission electron micrograph of one of the colour-producing photonic crystals; (c) The reflectance spectrum
calculated from the photonic crystals in the comb-rows of this species (images first published in Welch et al.
2005)

Fig. 3 2-Dimensional photonic
crystal with rectangular packing
from the comb-jellyfish
Hormiphora cucumis

Approximately 100 species of extant comb-jellyfish have been described, all of which
posses comb-rows. It seems, therefore, likely that numerous other currently undescribed 2-D
biological photonic crystals exist within this group.

3.3 Domains

Most butterfly photonic crystals are divided into domains or crystallites. The crystal’s
geometry does not usually vary between domains, although there are examples of this, but
the orientation does. In some cases (Fig. 4), the domains are joined to one another with small
areas of slightly distorted lattice in the linking regions, whilst in other cases, the domains are
separate (Parker et al. 2003). The significance of domains is twofold; firstly, if it transpires
that all photonic crystals have smaller crystallites, this may lead us to inferences about their
bio-assembly (photonic crystal assembly is discussed at length elsewhere (Ghiradella 1989,
1998)); secondly, the domains have differing orientations within the scales and are too small
to be resolved individually by the naked eye, meaning that an observer sees light of a range
of wavelengths from any vantage point—thus, the perceived colour of the animal is the result
of spatial averaging, or “pointillism”. On a practical level, this results in biological photonic
crystals having broad reflectance spectra from any given angle c.f. other biological colour-
producing structures, such as multilayer reflectors. Pointillism has been described in multi-
layer reflectors (e.g. Knisley and Schultz 1997), however, it is comparatively rare in them
and is far more common in 3-D photonic crystals. Until recently, it appeared that all three
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Rainbow color waves are produced by the beating 
of cilia, which change the orientation of periodic 

structure from which the ambient light is reflected.

crystal size and a range of lattice parameter (distance) values
measured on TEM images of various excited and unexcited
male panther chameleon skin samples of different colours
(Supplementary Table 1). The irreducible Brillouin zone was
meshed (Fig. 2d) and the photonic band structure was computed
for each vertex using block-iterative frequency-domain
methods26 (Supplementary Fig. 3). As no preferential
orientation of photonic crystals relative to skin surface was
observed in S-iridophores, we also computed the average among
all directions. Reflectivity was set to unity in the gapped region
and convolution with standard X, Y, Z spectral functions returned
simulated colours (Supplementary Movie 5) that closely match
those observed in vivo (Fig. 1b) and during osmotic pressure
experiments (Fig. 2c).

Function of D-iridophores. In addition, we investigated the
second thick layer of iridophores (Fig. 1e), hereafter called deep
(D-) iridophores, which contain larger brick-shaped and some-
what disorganized guanine crystals (length 200–600 nm, height
90–150 nm). This population of D-iridophores is present in all
panther chameleons (regardless of sex or age) and in the three
distantly related chameleon species we investigated (Figs 1e
and 3a), and is particularly thick in comparison with the layer of

iridophores observed in other (non-chameleonid) lizards. In
chameleons, we never found this layer to change colour (in the
visible range) during osmotic pressure experiments, suggesting
that the main function of D-iridophores is not associated to shifts
in hue. Our measurements indicate that the reflectivity (R) in the
near-infrared region (700–1,400 nm) is particularly high (Fig. 3b),
causing a substantial decrease in the absorption of sunlight.
Multiplying the sun radiance27 (blue curve in Fig. 3b) by 1!R, to
yield the amount of light transmitted by the dermis (hence
absorbed by the peritoneum or deeper tissues; red curve in
Fig. 3b), indicates that B45% of the radiation energy in that
spectral range is screened in panther chameleons by reflection on
the dermis. To test whether this infrared reflectivity is probably
due to coherent scattering on guanine crystals in D-iridophores,
we generated two-dimensional Fourier spectra28 on extensive
TEM image assemblies of panther chameleon D-iridophores (see
online Methods). Note that the disorder of guanine crystals inside
D-iridophores prevents the use of more rigorous modelling. We
then used the computed Fourier power spectrum as an estimate
of the spectral shape (red curve in Fig. 3c) of the light back-
scattered by deep iridophores. This shows that the D-iridophore
layer is a broad-band reflector in the near infrared region, as the
power spectrum is essentially a step function going from 0 below
400 nm to a plateau above 900 nm. Multiplying the power
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Figure 1 | Colour change and iridophore types in panther chameleons. (a) Reversible colour change is shown for two males (m1 and m2): during excitation
(white arrows), background skin shifts from the baseline state (green) to yellow/orange and both vertical bars and horizontal mid-body stripe shift from
blue to whitish (m1). Some animals (m2 and Supplementary Movie 2) have their blue vertical bars covered by red pigment cells. (b) Red dots: time
evolution in the CIE chromaticity chart of a third male with green skin in a high-resolution video (Supplementary Movie 3); dashed white line: optical
response in numerical simulations using a face-centred cubic (FCC) lattice of guanine crystals with lattice parameter indicated with black arrows.
(c) Haematoxylin and eosin staining of a cross-section of white skin showing the epidermis (ep) and the two thick layers of iridophores (see also
Supplementary Fig. 1). (d) TEM images of guanine nanocrystals in S-iridophores in the excited state and three-dimensional model of an FCC lattice (shown
in two orientations). (e) TEM image of guanine nanocrystals in D-iridophores. Scale bars, 20mm (c); 200 nm (d,e).
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Dynamic colors in cephalopods

https://www.youtube.com/watch?v=9MB2ltsAPnQ

chromatophores 
(pigment cells)

3633Polarization reflections from cephalopods

images illustrated lower brightness and partial polarization
values in the regions of the arm stripes.

Structure of polarized light reflectors
Low-power electron micrographs of the iridophores within

the polarized-light-reflecting arm stripes are shown in Fig.·10.
The reflectors are composed of stacks of iridophore plates
that, within each stack, are generally parallel to each other, as
found in a variety of cephalopod species (Cooper and Hanlon,
1986; Hanlon, 1982; Shashar et al., 1996). In their overall
architecture and shapes, the iridophores in the arm stripe
regions of cuttlefish and squids closely resemble one another.
Each stack of platelets forms a reflecting unit known as an
iridosome (Mirow, 1972; Cloney and Brocco, 1983). In a
given section, different iridosomes may show different

thicknesses and spaces between plates (Fig.·10). These
apparently variable thicknesses of iridosomal plates among
iridosomes appear because the section plane was rarely
perpendicular to the plates. As a result, neither the thicknesses
of the plates nor the spaces between them can be determined
accurately. For similar reasons, the number of platelets within
each iridosome was also undetermined. Nevertheless,
differences found between the species could affect the optics
of the reflector. First, the number of reflecting units in the
light path (a consequence of the thickness of the iridophore
layer) appears to be different. In cuttlefish, we estimate that
a light beam perpendicular to the skin surface may pass
through up to eight iridosomes (Fig.·10B), while in squid
more than twice as many reflecting units may be encountered
(Fig.·10A). Including the spaces between iridosomes, the total
thickness of the reflecting layer observed is between 41·!m
and 60·!m in squids and 22·!m to 41·!m in cuttlefish. The
two species also differ in the orientations of the reflecting
units. While the iridophore plates in cuttlefish are generally
more or less perpendicular to the skin surface, the ones in
squid appeared to be oriented more irregularly (Fig.·10).

Discussion
The properties of polarized light reflections

Partial polarization and spectral reflectance
In our initial attempts to record the polarization signals

produced by the arm stripes of cuttlefish and squid, we tested
several combinations of sample placement and illumination
angle. In both species, when the arm stripes produced
polarization reflections, they always appeared iridescent blue or
had a sparkling appearance, while when non-polarized, they
looked red or pinkish. Previous reports on the polarization
reflections of these arm stripes have not described this
phenomenon; in fact, there have been no previous descriptions
of polarization reflections from red or pinkish colored arm
stripes (Shashar et al., 1996; Shashar and Hanlon, 1997; Shashar
et al., 2001; Gleadall and Shashar, 2004; Mäthger and Hanlon,
2006). Nevertheless, similar results were found in pink or red
iridophores found in the mantle of squids (Mäthger and Denton,
2001), where the reflected light was polarized only when the
iridophores appeared bluish green in color.

Theory predicts that varying the angle of incidence of light
falling on a multilayer reflector should result in a gradual shift
of the dominant reflected wavelengths (Huxley, 1968; Land,
1972; Deparis et al., 2006). It has been shown in several squid
species that, at least for the mantle area, altering the illumination
angle does shift the reflectance and polarization spectra in a
predictable way (Mäthger and Denton, 2001; Mäthger and
Hanlon, 2006). When the illumination angles were changed (i.e.
between Positions 1 and 2) we also observed changes in
reflectance and polarization spectra similar to those of the mantle
iridophores as described previously (Mäthger and Denton, 2001).

Both imaging polarimetry and spectral measurements showed
that at any given orientation, the light reflected from the arms
of cuttlefish always had a lower partial polarization than that
from squid. Our data are consistent with previously reported
values of the partial polarization found in squid (Shashar and
Hanlon, 1997; Shashar et al., 2001). No quantitative data of the
partial polarization from the arms of cuttlefish have been

Fig.·10. Transmission electron micrographs of the iridophores in the
arm stripes of the squid (L. pealeii) (A) and the cuttlefish (S. officinalis)
(B). Sections were cut perpendicular to the longitudinal axis of the arm.
The arrow in each graph indicates the direction toward the nearest skin
surface. C, pigment granules of a chromatophore. Scale bars, 7.5·!m.

7.5µm

iridophores
(reflecting light)

squid skin surface 

Dynamical color change in cephalopod is achieved by modulation of 
size and spacing of both the pigment cells and the cells reflecting light.

squidoctopus
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Propagation of light in medium
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Reflection of light at the interface 
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Interference on thin films
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Single structural color
Morpho butterfly

Marble berry

cuticle and air9,10 (Fig. 3b, c). Photonic structures of reduced dimen-
sions, present in certain Coliasbutterflies, effect intense UV visibility11.
In other species of butterfly, orientational adjustments to the align-
ment of such discrete multilayers produce strong angle-dependent
iridescence that provides high-contrast colour flicker with minimal
wing movement12 or strong iridescence at grazing incidence when
viewed posteriorly13.

The discrete layering in the examples above contrasts with the
more continuous layering, which appears to have developed primarily
to induce cryptic colouration, in other butterfly species. In certain
architectures, this may not only bring about colour stimulus
synthesis14 but also strong linearly polarized reflection of a specific
colour, an effect that contributes to intraspecific communication15.
Several species accomplish this using a multilayered structure
embedded in 2D arrays of deep concavities (Fig. 4a, b); this design
enables the reflection of yellow light at normal incidence from the
base of each concavity and blue light through a double reflection
from opposite and perpendicularly inclined sides of each concavity
(Fig. 4c) to produce a blue annulus with a yellow centre16 (Fig. 4d).
The juxtaposition of these two colours synthesizes the green coloura-
tion perceived by the human eye—and possibly by the predator’s.

Certain Coleoptera, however, exhibit continuously layered exo-
cuticle that strongly reflects circularly polarized light through an
analogue of optically active cholesteric liquid crystalline structures.
The helical arrangement of chitin microfibrils that make up such
exocuticle, and which are systematically rotated by a small amount
across successive planes, creates a periodicity that produces circularly
polarized coloured reflection17. In other words, the polarized reflec-
tion is not derived from optical rotation at a molecular level from the
L-amino acids of the cuticle protein and the D-amino sugars of the
chitin; instead it arises at the supermolecular level and is similar to
that exhibited by a cholesteric liquid crystal from the rotation of the
local average alignment direction of the liquid crystal molecules (the
director). Although similar helical structures are found in many
other iridescent species, they are rarely responsible for similarly
strong colouration and anomalous polarization properties4.

Structurally coloured avian feather barbs and integument,
although they exhibit less structural diversity than scales of Lepi-
doptera, are no less remarkable. Recent analyses suggest that such

colour as is seen in many Avian orders, is the product of coherent,
rather than incoherent, scatter from the spatial variation in refractive
index of medullary keratin in feather barbs or of collagen fibres in the
dermis18. 

Photonics in flora 
Advanced photonic development is not limited to fauna. Certain
anomalous species of flora also show partial PBGs that underpin an
often vivid structural colour19 (Fig. 5a). Invariably this is mediated by
variations in 1D multilayering (although more complex structural
designs are also thought to exist), producing iridescence in vascular
plant leaves, fruits and marine algae4. Periodicity is generally formed
by laminations of hydrated cellulose, which are usually located close
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Figure 2 Iridescent setae from polychaete worms. a, Scanning electron micrograph
(SEM) and b–d, transmission electron micrograph (TEM) images of transverse sections
through a single iridescent seta. Bars, a, 2 !m; b, 5 !m; c, 1 !m; d, 120 nm.

b

c

a

Figure 3 Iridescence in the butterfly Morpho rhetenor. a, Real colour image of the blue
iridescence from a M. rhetenor wing. b, Transmission electron micrograph (TEM) images
showing wing-scale cross-sections of  M. rhetenor. c, TEM images of a wing-scale
cross-section of the related species M. didius reveal its discretely configured multilayers.
The high occupancy and high  layer number of M. rhetenor in b creates an intense
reflectivity that contrasts with the more diffusely coloured appearance of M. didius, in
which an overlying second layer of scales effects strong diffraction4. Bars, a, 1 cm; b,
1.8 !m; c, 1.3 !m.

c d

ba

Figure 4 Iridiscence in Papilo palinurus. a, SEM of an iridescent scale showing its array
of concavities, each with a section that exhibits the curved multilayering shown by
transmission electron micrography in b. This structure produces two simultaneous
structural colours c, yellow and blue . d, The blue annulus is created by a double
reflection from opposite and perpendicular concavity sides. d also schematically
illustrates the way in which incident linearly polarized blue light has its e-vector (dotted
lines) rotated by this double reflection. Bars, a, 15 !m; b, 1 !m; c, 6 !m.
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Chrysochroa raja bettle

and then proceed to find their fixed point. This gives rise to
the optical band structure.

A. Background and notation

The reflection coefficient of a wave incident on the inter-
face between two materials with indices of refraction n1 and
n2 is given by18

r1!2 ¼
n1 " n2

n1 þ n2
: (1)

Notice that when the wave comes from a lower refractive
index material the relative phase changes by p, since the
coefficient is negative. For a wave with wavenumber k, the
spatial dependence of the phase is given by e6ikx for a wave
propagating to the right/left. The transmission coefficient for
the same scenario is

t1!2 ¼
2n1

n1 þ n2
: (2)

We shall denote the wavenumbers in the two materials k1

and k2. The harmonic time dependence of the waves (e"ixt)
will be assumed but not explicitly written.

B. Reflectance from a single layer

Let us begin by considering the basic structure depicted in
Fig. 3. This particular “unit cell” was chosen so that the
structure is symmetric; this fact will be used in Sec. II C to
simplify the calculations.

It is a standard calculation to find the reflectance and
transmittance of this structure by considering the multiple
reflections inside the slab n2 as is usually done in the context
of analyzing the Fabry-Perot interferometer.18 This calcula-
tion leads to the following sums of complex numbers for the
transmittance and reflectance, where the geometric series
represents an infinite number of internal reflections:

t¼ t1!2t2!1eiðk1l1þk2l2Þ½1þðr2!1eik2l2Þ2þðr2!1eik2l2Þ4…';
(3)

r¼ r1!2eik1l1 þ t1!2r2!1t2!1eiðk1l1þ2k2l2Þ½1þðr2!1eik2l2Þ2

þðr2!1eik2l2Þ4… ': ð4Þ

Figure 4 shows one of the possible paths of a wave in the op-
tical structure. Together, these paths lead to the infinite sums
in Eqs. (3) and (4).

It is important to point out that in Eqs. (3) the transmit-
tance coefficient t is the amplitude of the wave traveling to
the right of the form teikðx"xrÞ, where xr ¼ l1 þ l2 describes
the position of the right end of the single unit cell “Fabry-
Perot interferometer.” In many cases, a different notation is
used, where t is the prefactor of teikx; clearly t in the two
notations will differ by a phase eikxr . We will adhere to the
above notation throughout this article as it will simplify the
resulting equations.

Summing up the trigonometric series, we find that in the
case of n¼ 1 unit cells,

t ¼ t1!2t2!1eiðk1l1þk2l2Þ

1" ðr2!1eik2l2Þ2
; (5)

Fig. 1. (Color online) Photographs of the beetles (a) Torynorhina flammea,
(b) Chrysochroa raja, and (c) Gastrophysa viridula. Photographs are cour-
tesy of (a) Richard Bartz, (b) Didier Descouens, and (c) James Lindsey at
Ecology of Commanster. TEM cross-sections of the multilayers responsible
for these colors are shown in (d) through (f) for T. flammea, C. raja, and G.
viridula, respectively. Reflection spectra taken from the elytra of these three
structurally colored green beetles, normalized with respect to each other, are
shown in (g): dotted line, T. flammea; dashed line, C. raja; and solid line, G.
viridula.

Fig. 2. The one-dimensional, periodic optical structure that leads to the for-
mation of optical stop bands. The dashed rectangle outlines a unit cell. Fig. 3. The unit cell of the structure of Fig. 2.
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the integrating-sphere analysis, the leaf of Ficus macrophylla
macrophylla showed a similar reflectance pattern to that of C.
grayanus in terms of wavelength and reflectivity (Fig. 3).

A. parvulus and C. grayanus are structurally coloured as a
result of multilayer reflectors in their cuticle, as determined
from SEM and TEM analyses. C. grayanus possesses a regular
‘non-ideal’ reflector, in the sense that the optical thicknesses
of all layers are not equal. Twelve layers each of high- and
low-index material are present in the reflector, but the
thickness of the high-index layers is 50 nm, whereas the low-
index layers are 200 nm thick. A. parvulus possesses a chirped
multilayer reflector where the optical thickness of each layer
decreases with depth in the structure. The actual thickness of
all high-index layers and, separately, all low-index layers,
decreases with depth, while the refractive indices remain equal
for each layer type. A micrograph of a gold beetle

(Aspidomorpha tecta) chirped reflector is shown in Fig. 4,
from Neville (1977). Using our program and the refractive
indices 1.73 and 1.40, the colour predicted from this reflector
was found to be yellow with a green tinge in reflected light
[Commission Internationale de l’Eclairage (C.I.E.) colour
coordinates: x=0.371, y=0.423, luminosity=70.28] and purple
in transmitted light, i.e. the colours actually observed. The
calculated reflectance for this reflector is shown in Fig. 5.
Recalculation using 1.56 as the high refractive index did not
modify the colour (new C.I.E. colour coordinates: x=0.349,
y=0.436, luminosity=30.0), only the reflectivity varied
(decreased from 91 to 52 %).

In C. grayanus, the epicuticle (external layer of cuticle) is
irregularly wrinkled, at the micrometre level, at its exterior
surface and is composed of irregularly arranged ‘fibrils’,
approximately 0.5–1.0µm thick. In comparison, the epicuticle
of A. parvulus has a smooth external surface (excluding the
sensory ‘pits’) and is smooth in cross section (no ‘fibrils’
evident). The reflectors of both C. grayanus and A. parvulus
are summarised in Fig. 6 from numerous electron microscopic
examinations (many micrographs were taken because the
cuticles, and hence the reflectors, tended to split).

Discussion
Although we have no experimental evidence of the function

of the structural colour of Anoplognathus parvulus and
Calloodes grayanus, on the basis of their optical effects we
consider that in A. parvulus the colour will provide
conspicuousness (probably for conspecific recognition) against
a leaf background, and in C. grayanus that the colour will
provide camouflage because its reflection closely matches that
of a leaf (Fig. 3). Another major difference in the reflectance
from A. parvulus and C. grayanus, other than the proportional
reflectance and colour, is that in A. parvulus only part of its
body appears coloured from any one direction, whereas in C.
grayanus its entire body appears equally coloured from every
direction (a property required for camouflage). Considering the

A. R. PARKER, D. R. MCKENZIE AND M. C. J. LARGE

Fig. 4. Transmission electron micrograph of a section cut vertically
through the cuticle of the gold beetle Aspidomorpha tecta. The
external surface is uppermost. A ‘chirped’ reflector is evident in the
endocuticle. See Fig. 5 for reflectance graph. Photograph by H. E.
Hinton, taken from Neville (1977). Scale bar, 1µm.
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Fig. 5. Graph showing the calculated reflectance from the ‘chirped’
reflector of the gold beetle Aspidomorpha tecta shown in Fig. 4.
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Animal multilayer reflectors that are approximated as per-
iodic can be theoretically characterized using a ‘quarter-wave
stack’ analytical model in which both the high- and low-
index layers in the reflector have optical thickness equal to a
quarter of the peak reflection wavelength [3,4,31]. In addition,
a modern analogy is sometimes drawn between periodic
animal multilayer reflectors and one-dimensional photonic
crystals [32,33]. The spectral bandwidth of the high reflection
region is associated with the ‘photonic band-gap’, which
describes the spectral region where light cannot propagate
within the structure [34,35]. By contrast, the theoretical charac-
terization of the reflectivity from animal reflectors that contain a
higher level of disorder cannot be approximated to a ‘quater-
wave stack’. Calculations of the reflectivity have been reliant
upon numerical modelling, and consequently, some commonly
occuring optical properties, such as the presence of unbroken
broadband ‘silvery’ reflection spectra [3,21,22,24] or polariz-
ation-insensitive reflectivity [13,22,36], lack an explanation in
terms of the propagation of light within the reflective structure.

A physical parallel between random stack models of animal
multilayer reflectors and Anderson localization has been
suggested in two previous biophotonic studies [20,21], although
has yet to be explored in any detail. The theory of Anderson
localization explains how waves become spatially confined in
a disordered medium. It was originally conceived as a way to
explain the transport properties of electrons in a semiconductor
and the related behaviour of the quantum wave function [37].
The theory is now, however, understood to be a universal
wave phenomenon that also applies to electromagnetic waves
[38–40], matter waves [41] and acoustic waves [42]. The physical
origin of Anderson localization is entirely due to multiple scat-
tering and coherent interference [40]. In one-dimensional

random stack systems (which includes optical multilayer reflec-
tors), the theory of Anderson localization predicts an
exponential decay in the amplitude of the transmitted wave as
a function of the system length; an effect that is quantified by
the localization length [43,44]. In random optical multilayers, the
exponential decay in transmission provides a general explanation
for the production of broadband mirror-like reflectivity [45].

In this paper, we illustrate that the theory of Anderson
localization and the property of the localization length enables
the reflectivity from animal multilayer reflectors with vary-
ing degrees of disorder to be understood within a common
theoretical framework. Our paper should not be seen as a demon-
stration of a new way of calculating reflection spectra, more
an illustration that a diversity of optical properties (including
‘coloured’, ‘silvery’ and polarization-insensitive reflectivity) can
be explained by the same coherent interference process. We sum-
marize the trends in layer thickness disorder in animal reflectors
(§2), and then describe how the reflectivity and localization
length can be calculated (§3). We then illustrate how, from the
perspective of localization theory, disordered animal multilayer
reflectors can control the spectral properties (§4) and the polari-
zation properties (§5) of reflection. Finally, we discuss the
consequences of our study for both biologists and physicists (§6).

2. Thickness disorder in animal multilayer
reflectors

Throughout this paper, we use guanine–cytoplasm reflec-
tors (common to fish and spiders) as a model system. These
reflectors have been well described in the previous literature
[3,16,21–25]. Figure 1a is a transmission electron micrograph

(a)

5 mm

2 mm

(b)

(c)

Figure 1. (a) A transmission electron microscopy section of a disordered guanine – cytoplasm multilayer reflector in the skin of Lepidoptus caudatus [21]. (b) An
individual guanine crystal in solution from Cyprinus carpio [23]. (c) An individual guanine crystal in situ from Cy. carpio [23].
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Bragg scattering on crystal layers
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Fig. 2 (a) The comb-jellyfish (ctenophore) Beroë cucumis—the bright colouration from its comb-rows results
from photonic crystals within the combs. Image by Kevin Raskoff, reproduced with permission; (b) Trans-
mission electron micrograph of one of the colour-producing photonic crystals; (c) The reflectance spectrum
calculated from the photonic crystals in the comb-rows of this species (images first published in Welch et al.
2005)

Fig. 3 2-Dimensional photonic
crystal with rectangular packing
from the comb-jellyfish
Hormiphora cucumis

Approximately 100 species of extant comb-jellyfish have been described, all of which
posses comb-rows. It seems, therefore, likely that numerous other currently undescribed 2-D
biological photonic crystals exist within this group.

3.3 Domains

Most butterfly photonic crystals are divided into domains or crystallites. The crystal’s
geometry does not usually vary between domains, although there are examples of this, but
the orientation does. In some cases (Fig. 4), the domains are joined to one another with small
areas of slightly distorted lattice in the linking regions, whilst in other cases, the domains are
separate (Parker et al. 2003). The significance of domains is twofold; firstly, if it transpires
that all photonic crystals have smaller crystallites, this may lead us to inferences about their
bio-assembly (photonic crystal assembly is discussed at length elsewhere (Ghiradella 1989,
1998)); secondly, the domains have differing orientations within the scales and are too small
to be resolved individually by the naked eye, meaning that an observer sees light of a range
of wavelengths from any vantage point—thus, the perceived colour of the animal is the result
of spatial averaging, or “pointillism”. On a practical level, this results in biological photonic
crystals having broad reflectance spectra from any given angle c.f. other biological colour-
producing structures, such as multilayer reflectors. Pointillism has been described in multi-
layer reflectors (e.g. Knisley and Schultz 1997), however, it is comparatively rare in them
and is far more common in 3-D photonic crystals. Until recently, it appeared that all three

123

1µm

Comb jelly Beating cilia are changing crystal orientation
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Scattering on disordered structures

Here, we use synchrotron small angle X-ray scattering
(SAXS) to quantitatively characterize the nanostructure
and optical function of a large sample of structurally
coloured feathers with spongy barb nanostructures,
from across the phylogeny of birds. We examine the
nanostructure and optical properties of 297 distinc-
tly coloured feathers from 230 species belonging to
163 genera in 51 avian families (see electronic sup-
plementary material, table S1). SAXS is a precision
structural tool routinely used in material science to
directly measure bulk structural correlations in com-
plex nanostructured morphologies [28–31]. SAXS
enables a direct experimental measurement of the two-
dimensional projection of the three-dimensional Fourier
transform of the scattering structure (figure 3) with
essentially no sample preparation, allowing for rapid
throughput inconceivable with electron microscopy
methods [29,31,32]. The azimuthal average of the
SAXS pattern gives the X-ray scattering intensity as a

function of q, the scattering wavevector, or spatial
frequency of variation in electron density (which is a
proxy for variation in refractive index). The SAXS
patterns resolve spatial correlations of dimensions 2p/q
that range from a few tens to several hundred nano-
metres (figures 3–5). X-rays also interact only weakly
with soft biological tissues because of the relatively low
electron density of biological media [28–31,35]. Hence,
SAXS provides single scattering data that are highly
suited to quantitatively predict the interactions of
visible light with the nanostructure without artefacts
resulting from multiple scattering. Recently, we applied
SAXS to a few species with non-iridescent feather
barb structural colours—Eastern Bluebird (S. sialis),
Purple-throated Cotinga (Cotinga maynana), Blue
Cotinga (Cotinga cotinga), Asian Fairy Bluebird
(Irena puella), Indian Roller (Coracias benghalensis)
and Blue Penguin (Eudyptula minor)—and successfully
modelled the directional light scattering properties of

(a) (b) (c)

(d) (e) ( f )

(g) (h) (i)

Figure 2. Diversity of non-iridescent feather barb structural colours in birds and morphology of their underlying three-dimensional
amorphous photonic nanostructures with short-range quasi-periodic order. (a) Female Silver-breasted Broadbill (Serilophus lunatus,
Eurylaimidae). (b) Male Eastern Bluebird (S. sialis, Turdidae). (c) Male Plum-throated Cotinga (Cotinga maynana, Cotingidae).
(d) SEM image of a rudimentary nanostructure with a very thin layer (1 mm or less) of a disordered network of spongy b-keratin
bars present at the periphery of the medullary barb cells from the pale blue-grey primary coverts of S. lunatus, (e) TEM image of a
channel-type b-keratin and air nanostructure from royal blue back contour feather barbs of S. sialis. ( f ) TEM image of a sphere-
type b-keratin and air nanostructure from the dark turquoise blue back contour feather barbs of C. maynana. (g– i) Representative
two-dimensional small-angle X-ray scattering (SAXS) diffraction patterns for the rudimentary, channel- and sphere-type feather
barb nanostructures in (d– f ), respectively. The SAXS patterns for both channel- and sphere-type nanostructures exhibit ring-
like features that demonstrate the isotropy and short-range spatial periodicity of these nanostructures, whereas the rudimentary
barb nanostructure shows a diffuse, disc-like pattern. The false colour encoding corresponds to the logarithm of the X-ray scattering
intensity. Scale bars: (d) 250 nm; (e,f) 500 nm; (g– i) 0.05 nm21. Photo credits: (a) Yiwen Yiwen (image in the public domain);
(b) Ken Thomas (image in the public domain); and (c) Thomas Valqui (reproduced with permission).
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Noise barriers around  
 the Amsterdam airport

Sound from airplanes that are landing and taking off is 
reflected from artificial barriers into the atmosphere.


