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Abstract

In recent years, we have seen an exciting new development in research on mechanical

metamaterials, topological phononics, and mechanics of atomically thin 2D materials.

In this thesis, I present how methods from physics can help us in understanding the

mechanical properties of these systems as well as gaining further intuition. First, we

develop a multipole expansion method to describe the deformation of infinite as well

as finite solid structures with cylindrical holes and inclusions by borrowing concepts

from electrostatics, such as induction and method of image charges. Our method

shows excellent agreement with finite element simulations and experiments. Next,

using representation theory, I show how symmetries of phononic crystals affect the

degeneracies in their phononic band structures. Deformation of phononic crystals

under external load that causes breaking of some symmetries can lead to the lifting

of degeneracies for bands and creating gaps such that waves of certain frequencies

become disallowed. Finally, using methods from statistical physics, I present how

the mechanical properties of atomically thin 2D sheets and shells get modified due

to thermal fluctuations. Freely suspended sheets subject to such fluctuations are

much harder to bend, but easier to stretch, compress and shear, beyond a char-

acteristic thermal length scale, which is on the order of nanometers for graphene

at room temperatures. Just like in critical phenomena, these renormalized elastic

constants become scale dependent with universal power-law exponents. In nanotubes,

competition between stretching and bending costs associated with radial fluctuations

introduces another characteristic elastic length scale, which is proportional to the

geometric mean of the radius and effective thickness. Beyond this elastic length scale,

bending rigidities and in-plane elastic constants of nanotubes become anisotropic.
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Chapter 1

Introduction

Motivated by recent explosion in research in mechanical metamaterials [2, 3, 4, 5, 6, 7],

bio-physics and bio-mechanics [8, 9, 10], nano-scale origami [11] and kirigami [12]

structures, and micro-robots [13, 14, 15], this work focuses on using concepts and tech-

niques from physics to understand elasticity and mechanics problem. In particular,

we use electrostatic induction and image charges, representation theory of symmetry

groups, and renormalization group theory from statistical mechanics, and apply to

problems of deformation of 2D inhomogeneous elastic structures, elastic wave propa-

gation in periodic elastic media, and effect of thermal fluctuations on the mechanical

properties atomically thin structures respectively. A broad perspective of the specific

problems and how ideas from physics can help us in the respective areas is given

below.

1.1 Inhomogeneous elastic materials

Elastic materials with holes and inclusions have been studied extensively in materials

science. Typically, the goal is to homogenize the microscale distribution of holes and

inclusions to obtain effective material properties on the macroscale [16, 17, 18, 19],

where the detailed micropattern of deformations and stresses is ignored. On the

1



other hand, it has recently been recognized that the microscale interactions between

proteins embedded in biological membranes can promote the assembly of ordered

protein structures [20, 8, 9] and can also facilitate the entry of virus particles into

cells [10]. Furthermore, in mechanical metamaterials [2], the geometry, symmetry,

topology and contrasting elastic properties of different materials are exploited to

achieve extraordinary functionalities, such as shape morphing [3, 21], mechanical

cloaking [4, 22, 23], negative Poisson’s ratio [24, 25, 26, 27, 28], negative thermal

expansion [5, 29], effective negative swelling [6, 30, 31], and tunable phononic band

gaps [32, 7, 33]. At the heart of these functionalities are deformation patterns of such

materials with holes and inclusions. Therefore, understanding how these structures

deform under applied external load and how symmetries of these structures affect

their functionalities are crucial for the design of novel metamaterials. A significant

part of this thesis is dedicated to investigating these two topics using methods from

electrostatics and representation theory.

1.1.1 Elastic deformation of 2D solids with circular inclusions

using concepts from electrostatics

Linear deformations of infinite thin plates with circular holes under external load

have been studied extensively over the years [34, 35, 36, 37, 38]. The solution for

one hole can be easily obtained using standard techniques [1] and the solution for

two holes can be constructed with conformal maps and complex analysis [35]. Green

demonstrated how to construct a solution for infinite thin plates with any number

of holes [34] by expanding the Airy stress function around each hole in terms of the

Michell solution for biharmonic functions [39]. However, it remained unclear how this

procedure could be generalized to finite structures with boundaries.

Deformations of thin membranes with infinitely rigid inclusions have also received

a lot of attention, especially in the context of rigid proteins embedded in biological

2



(a) (c)

(b) (d)

Figure 1.1: Induction in electrostatics and elasticity. (a,b) Induced polarization
resulting from the charge (−, +) redistribution due to the external electric field E0 of
(a) a single and (b) multiple conducting spheres (yellow). The resultant electric field
lines are shown in grey color. (c,d) Induced quadrupoles resulting from the charge
(−, +) redistribution due to external uniaxial compressive stress σ0 in (c) a single
and (d) multiple circular holes (white disks) embedded in an elastic matrix. Heat
maps show the von Mises stress field, where yellow and dark purple colors indicate
regions of high and low von Mises stress, respectively.

membranes [40, 41, 42, 43, 44, 8, 45, 46, 9, 10, 47]. Several different approaches

were developed to study the elastic and entropic interactions between inclusions,

such as multipole expansion [40], the effective field theory approach [45, 46], and

homogenization [10]. Even though these articles considered membrane bending, the

governing equation for the out-of-plane displacement is also biharmonic to the lowest

order. Hence these methods could be adapted to investigate the in-plane deformations

of plates with rigid inclusions.

The analogies with electrostatics can help us to describe the linear response of a

thin elastic plate (plane stress) or an infinitely thick elastic matrix (plane strain) with

embedded cylindrical holes and inclusions, which can be treated as a 2D problem

with circular holes and inclusions. Just like a polarized conductive object in an

external electric field can be described by an induced dipole (see Fig. 1.1a), a hole

deformed by the external load can be described by induced elastic quadrupoles (see
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Fig. 1.1c). 1 Circular inclusions in the elastic matrix under external load are analogous

to dielectric objects in an external electric field. When multiple conductive objects

are placed in an external electric field, the induced polarizations generate additional

electric fields, which lead to further charge redistribution on the surface of conductive

objects (see Fig. 1.1b). Similarly, induced quadrupoles in deformed holes generate

additional stresses in the elastic matrix, which lead to further deformations of holes

(see Fig. 1.1d). Note that the effect of the induced charge distributions outside the

conductive objects and inclusions can be interpreted as the induced multipoles at

their centers.

When there are conductive boundaries in the system, charges in electrostatics

induce image charges near conductive boundaries and an external electric field induces

polarization (dipoles, quadrupoles, and other multipoles) of conductive and dielectric

objects. When such a polarized object is near a conductive plate, it is also influenced

by the electric field generated by its image, which leads to further charge redistribution

on the surface of this object (see Fig. 1.2a). Moreover, when multiple conductive

objects in an external electric field are placed near conductive plates, they interact

with each other as well as with their images via the electric fields generated by induced

polarizations and induced image charges (see Fig. 1.2b).

Similarly, charges in elasticity induce image charges near boundaries and external

stress induces polarization (quadrupoles and other multipoles) inside deformed holes

and inclusions. When such a deformed inclusion is near a boundary it is also influ-

enced by the stress fields produced by its image, which leads to further deformation of

the inclusion (see Fig. 1.2c). When multiple deformed holes and inclusions are located

near boundaries, they interact with each other as well as with their images via the

1Note that the lowest order multipole that is induced in elasticity is quadrupole unlike in elec-
trostatics where the lowest order induced multipole is a dipole because the governing equation in
2D elasticity is biharmonic unlike the harmonic equation in electrostatics. This will be discussed in
Chapter 2 in detail.
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(a)

(d)(b)

(c)

Figure 1.2: Induction and image charges in electrostatics and elasticity. (a,b) Induced
polarization due to external electric field E0 of (a) a single and (b) multiple conducting
spheres (yellow disks) near a conductive wall (dashed blue line), which induces image
charges (dashed circles). The induced charge distribution on conductive spheres is
influenced by interactions between the spheres as well as by interactions with their
images. The resultant electric field lines are shown in grey color. (c,d) Induced
quadrupoles due to external uniaxial compressive stress σ0 in (c) a single and
(d) multiple circular holes (white disks) embedded in an elastic matrix near an edge
with prescribed tractions (dashed blue line), which induces image charges (dashed
circles). The induced charge distribution inside holes is affected by interactions
between holes as well as by interactions with their images. Heat maps show the
resultant stress fields σyy and σxy.

stress fields generated by induced elastic multipoles and induced image charges (see

Fig. 1.2d).

These analogies with electrostatics allow us to write down these charge distribu-

tions induced by applied mechanical load at the circumference of the holes and at

the boundary in terms of multipoles at center of the holes and image multipoles just

as we do for conductors in the case of electrostatics [48]. In Chapters 2 and 3, I

make these analogies concrete and develop an elastic multipole method to describe
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deformations of 2D infinite (Chapter 2), semi-infinite and finite (Chapter 3) elastic

solids with circular holes and inclusions. Our collaborators Matjaž Čebron and Miha

Brojan at University of Ljubljana, Slovenia helped us by providing with finite element

simulations and experimental results. The contents of these two chapters have been

published in the journal Physical Review E [49, 50].

1.1.2 Understanding effects of symmetry on elastic wave

propagation in periodic metamaterials using group

theory

Over the past decade periodic elastic structures, called phononic crystals, have gained

great attention in the research community [3, 4, 5, 6, 7, 51, 52, 33]. Bragg scattering

of elastic waves from periodic structure of these crystals prevent waves of particular

ranges of frequencies, called band gaps, from propagating through these crystals [53,

54, 55]. Note that this property of periodic media is not limited to phononic crystals,

rather it is seen in any wave propagation problem such as electron waves in condensed

matter systems [56, 57] and electromagnetic waves in photonic crystals [58]. Because

of this property, they have been used in a variety of applications, such as noise

reduction [59], vibration control [60, 61], wave guides [62], frequency modulators [63]

to name a few. This has led to increasing interest in controlling the frequency range of

the band gaps of these structures for specific applications [51, 52, 64, 33, 7, 65, 66]. To

this end, it has been shown that the openning and closing of band gaps can be changed

by changing temperature [64] or applying deformation [51, 52, 33, 7, 65, 66]. While the

former of these methods changes the speed of elastic wave inside the materials using a

ferroelectric phase transition, the later relies on changing the periodic structure upon

deformation induced by mechanical loading. To control the change in band gaps
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by modifying the periodic structure, it is important to understand how structural

changes affect the band structure of an elastic system.

Figure 1.3: Anti-plane shear wave band structures of elastic systems with space group
symmetry p4mm (a), and p2mm (b). The unit cells are shown inset with the band
structures. The elastic matrix with shear modulus µ0 and densityρ0 is shown in dark
grey and the elliptic inclusions with shear modulus µi and densityρi are shown in
light grey, where µi/µ0 = 1/10 and ρi/ρ0 = 1/2. The ellipses in (a) have major
axes 0.3a and minor axes 0.15a, where a is length of the sides of the unit cells. In
(b), only change from (a) is that the top and bottom ellipses have major axes 0.37a.
The eigenfrequency ω was normalized by 2πc0/a where c0 =

√
µ0/ρ0 is the speed of

shear wave inside the elastic matrix. The red boxes highlight certain region where a
degeneracy has been lifted from (a) to (b).

One aspect of a periodic medium (electronic [67, 68], photonic [69, 70] or phononic)

that influences the band structure is the symmetry of medium. If the periodic medium

has certain rotational, mirror or glide symmetries on top of the discrete translational

symmetry, there can be degeneracies in its wave propagation eigenfrequencies. Under

perturbative change (more so when the change is large) of the structure, if some of

the symmetries are broken, the degeneracies can be lifted and a directional band

gap can open up at that position. For example, consider the elastic structures in

Fig. 1.3. The unit cell (the smallest piece which upon repeating in horizontal and

vertical direction gives the whole periodic structure) in Fig. 1.3(a) is symmetric under

π/2 rotation around the center and reflection about horizontal, vertical and diagonal

lines passing through the center. It’s band structure has degeneracy (pointed out
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with red box in Fig. 1.3(a)). However, once the major axes of the top and bottom

ellipses are elongated to break the π/2 rotation and the diagonal mirror symmetries

(see Fig. 1.3(b)), that degeneracy is lifted and we see directional band gap at that

position. In Chapter 4, using techniques from group theory, well-known to researchers

in the field of condensed matter [67, 68], I show how spatial and time-reversal symme-

tries give rise to degeneracies in band structures of anti-plane shear wave (anti-plane

shear waves are chosen as example because of simplicity) band structures and how

breaking of these symmetries sometimes result in opening of directional band gaps.

The contents of this chapter is under preparation to be submitted for publication.

The author of the thesis acknowledges the efforts of Tejas Dethe, Polona Zhilkina,

Matevz Marinčič for their help with the simulations and PI Andrej Košmrlj for helpful

discussions.

1.2 Effect of thermal fluctuations in microscopic

elastic structures

Atomically thin membranes are subject of interest over the last few decades [71, 72,

73, 74, 75] for their promising electronic properties. Thin solid membranes are also

ubiquitous in soft condensed matter [76, 77, 78] and biological systems [79, 80, 81,

82, 83, 84, 85, 86, 87]. In these contexts, the statistical mechanics of freely suspended

elastic membranes have been studied extensively [88, 89, 90, 91, 92, 93, 94, 95, 96, 97,

98, 99, 100, 101]. Theoretical studies of these membranes suggest that due to long-

range interaction between out-of-plane undulations mediated by in-plane phonons

(see Fig. 1.4(a)), arbitrarily large elastic membranes can remain flat at low enough

temperatures [88, 89, 90, 91, 92, 93]. In such membranes, the thermal fluctuations

stiffen the bending rigidity κ in scale (`) dependent fashion κ(`) ∼ `η and reduce

the Young’s modulus Y (`) ∼ `−ηu beyond a temperature T dependent length `th ∼
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√
κ2

0/(kBTY0), where κ0 and Y0 are the microscopic bending rigidity and Young’s

modulus respectively. This result has been obtained using various methods such as

perturbative renormalization group with ε-expansion [92, 94, 95], 1/d-expansion [93],

self consistent screening approximation [96, 97] and nonperturbative renormalization

group [98, 99, 100], verified with numerical simulations [102, 103, 104], and being

studied in experiments [105, 12].

Figure 1.4: Schematic pictures of thermally fluctuating flat sheet (a) and cylindrical
shell (b). The geometric dimensions of the sheet and the shell are shown. In-plane
displacements are shown as ui whereas the out-of-plane (radial in case of the shell)
displacement is shown as h.

However, much less is known about the mechanical behavior of thin curved shell

under thermal fluctuations. There have been works [106, 107] on mechanical prop-

erties of thermalized spherical shells, where it was found that at any temperature,

if radius of the shell is large enough it spontaneously buckles. Still, little is known

about mechanical properties of thermalized cylindrical shells. Atomically thin cylin-

drical shell-like structures are important in the context of carbon nanotubes. Since its

invention in 1991 [72], carbon nanotubes have gained significant research interest due

to their electronic properties [108], high tensile strength [109, 110], thermal conduc-

tivity [110] and their ability to absorb gases [111]. They have been used in field-effect

transistors [112], composite materials [113], environmental monitoring [111] etc. For

these applications, it is important to study the effect of thermal fluctuations on the
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mechanical properties of nanotubes. In Chapter 5, using renormalization group tech-

nique, we investigate how the presence of the anisotropic curvature in nanotubes affect

their mechanical properties under thermal fluctuations, and show that unlike in the

case flat membranes, the linear response elastic moduli of the nanotubes become

anisotropic above a length scale `el ∼
√
Rt, R and t being the radius and effective

thickness of the nanotube respectively (see Fig. 1.4(b)). The contents of this chapter is

under preparation to be submitted for publication. The author of the thesis acknowl-

edges Mohamed El Hedi Bahri and PI Andrej Košmrlj for helpful discussions.

1.3 Thesis outline

The remaining part of the thesis is organized as follows. In Chapter 2, using the

analogy with electrostatics, we develop a method based on multipole expansion for

describing deformation of 2D elastic solid with circular inclusions. In Chapter 3,

starting from the method of Chapter 2, we add image charges to take flat and circular

boundaries with different boundary conditions into account. In Chapter 4, using

group theory techniques, we describe how symmetries influence wave propagation

properties in periodic elastic media. Chapter 5 describes the mechanical proper-

ties nanotubes under thermal fluctuations. Chapter 6 summarizes these works and

presents possible future directions.
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Chapter 2

Elastic multipole method for

describing deformation of infinite

2D solids with circular inclusions

In this chapter, we present a method to describe linear deformations of circular holes

and inclusions embedded in an infinite 2D elastic matrix under small external loads

by systematically expanding induced polarization of each hole/inclusion in terms of

elastic multipoles that are related to terms in the Michell solution for biharmonic

functions [39]. Note that various multipole expansion techniques have previously

been used to describe point defects, such as vacancies and interstitials [114, 115, 116],

dislocation defects in piezoelectric composite materials [117, 118, 119], and dynamics

of dislocation loops [120]. However, most of these studies were limited to the leading

order in multipole expansion. Here we show that as the maximum degree of elastic

multipoles is increased, the error decreases exponentially. Moreover, the results of this

method are shown to be in excellent agreement with linear finite element simulations

and experiments. In the next chapter, we describe how this method can be generalized
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Table 2.1: Comparison between equations in electrostatics and 2D linear elasticity.
Note that in electrostatics E is the electric field, while in elasticity E is the 2D Young’s
modulus.

Electrostatics Elasticity

Scalar potentials U χ

Fields E = −∇U σij = εikεjl
∂2χ

∂xk∂xl

Properties of scalar
functions

∇× E =
−∇×∇U = 0

∂σij
∂xj

=

εikεjl
∂
∂xj

∂2χ
∂xk∂xl

= 0

Governing equations ∆U = −ρe/εe ∆∆χ = Eρ

to finite size structures by employing ideas of image charges, which become important

for holes and inclusions near boundaries.

2.1 Analogy between electrostatics and 2D linear

elasticity

The analogy between electrostatics and 2D linear elasticity can be recognized, when

the governing equations are formulated in terms of the electric potential U [121]

and the Airy stress function χ [1], respectively, which are summarized in Table 2.1.

The measurable fields, namely the electric field E and the stress tensor field σij, are

obtained by taking spatial derivatives of these scalar functions as E = −∇U and

σij = εikεjl
∂2χ

∂xk∂xl
, where εij is the permutation symbol (ε12 = −ε21 = 1, ε11 = ε22 = 0)

and summation over repeated indices is implied. The most compelling aspect of the

formulations in terms of scalar functions U and χ is that Faraday’s law in electro-

statics (∇ × E = 0) and the force balance in elasticity (
∂σij
∂xj

= 0) are automatically

satisfied. Moreover, the governing equations for these scalar functions take simple

forms. Equation ∆U = −ρe/εe describes the well known Gauss’s law, where ρe is

the electric charge density and εe is the permittivity of the material. The analogous
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equation in elasticity ∆∆χ = Eρ describes the (in)compatibility conditions [122, 123],

where E is the 2D Young’s modulus and ρ is the elastic charge density associated

with defects, which are sources of incompatibility. Note that a strain field is said to

be compatible if it is continuous and its integral over any loop is identically equal to

zero [124]. This is, however, not the case for the integrals of strain field over a loop

around disclination and dislocation defects [122, 123]. Note also that in the absence

of electric charges (ρe = 0) the electric potential U is a harmonic function, while in

the absence of defects (ρ = 0) the Airy stress function χ is a biharmonic function.

When a conductive object is placed in an external electric field, it gets polar-

ized due to the redistribution of charges (see Fig. 1.1a). This induced polarization

generates an additional electric field outside the conductive object, which can be

expanded in terms of fictitious multipoles (dipole, quadrupole, and other multipoles)

located at the center of the conductive object [121]. Note that the induced polar-

ization does not include a monopole charge, because the total topological charge is

conserved [121]. Similarly, a hole or inclusion embedded in an elastic matrix gets

polarized when the external load is applied (see Fig. 1.1c). The additional stresses in

the elastic matrix due to this induced polarization can again be expanded in terms of

fictitious elastic multipoles (quadrupoles and other multipoles) located at the center of

hole/inclusion. In elasticity, the induced polarization does not include disclinations

(topological monopole) and dislocations (topological dipole), which are topological

defects [122]. In order to demonstrate this, we first briefly present the multipoles and

induction in electrostatics and describe the meaning of their counterparts in elasticity.

2.1.1 Monopoles

In electrostatics, a topological monopole is defined as the electric charge density distri-

bution proportional to the Dirac delta function, i.e. ρe = qδ(x − x0), where q is the

charge and x0 denotes its position. The electric potential Um(x− x0|q) in 2D is then
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obtained by solving the governing equation as [121]

∆Um = − q
εe
δ(x− x0),

Um(x− x0|q) = − q

2πεe
ln |x− x0|.

(2.1)

For the positive monopole charge, the electric field Em = −∇Um is pointing radially

outward (see Fig. 2.1a). Note that the total charge is topologically conserved [121].

Similarly, we can define a topological monopole in 2D elasticity as the charge

density proportional to the Dirac delta function, i.e. ρ = sδ(x − x0), where s is the

charge and x0 denotes its position. Topological monopoles are called disclinations

and their Airy stress function χsm(x−x0|s) can be obtained by solving the governing

equation as [122, 125]

∆∆χsm = Esδ(x− x0),

χsm(x− x0|s) =
Es

8π
|x− x0|2

(
ln |x− x0| − 1/2

)
.

(2.2)

The physical interpretation of topological monopoles in 2D elasticity comes from

condensed matter theory. When a wedge with angle s is cut out from a 2D elastic

material and the newly created boundaries of the remaining material are glued

together, a positive disclination defect of charge s is formed (see Fig. 2.1b). The

negative disclination with charge s < 0 corresponds to the insertion of a wedge with

angle |s|. The stresses generated by these operations are described with the Airy

stress function in Eq. (2.2). [122, 125]

Unlike in electrostatics, we can also define a non-topological monopole in 2D elas-

ticity as the charge density proportional to ρ = p∆0δ(x−x0), where p is the charge,

x0 denotes its position, and ∆0 corresponds to the Laplace operator with respect to

x0. The corresponding Airy stress function χpm(x− x0|p) can be obtained by solving

the governing equation as [125]
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Figure 2.1: Monopoles in electrostatics and 2D elasticity. (a) An electrostatic
monopole with positive charge q (green) generates an outward radial electric field
(black lines). For a monopole with negative charge, the direction of the electric field
is reversed. (b) In 2D elasticity a disclination defect (topological monopole) with
charge s forms upon removal (s > 0) or insertion (s < 0) of a wedge of material (red),
where |s| is the wedge angle. (c) In 2D elasticity, a non-topological monopole p > 0
(p < 0) corresponds to a local isotropic contraction (expansion) of the material.

∆∆χpm = Ep∆0δ(x− x0),

χpm(x− x0|p) =
Ep

2π
(ln(|x− x0|) + 1/2).

(2.3)

Note that the Airy stress functions for the non-topological monopole p and for the

topological monopole s are related via χpm(x−x0|p) = ∆0χ
s
m(x−x0|p). The constant

term in Eq. (2.3) does not generate any stresses and can thus be omitted. A positive

(negative) non-topological monopole with charge p > 0 (p < 0) is related to a local

isotropic contraction (expansion) of the material (see Fig 2.1c). [126, 125]

2.1.2 Dipoles

An electrostatic dipole is formed at x0 when two opposite charges ±q are located at

x± = x0 ± a/2 (see Fig. 2.2a). The electric potential for a dipole in 2D is thus

Ud(x− x0|p) = Um(x− x+|q) + Um(x− x−| − q),

Ud(x− x0|p)
|a|→0−−−→ p · (x− x0)

2πεe|x− x0|2
,

(2.4)

where we introduced the dipole moment p = qa. [121] Note that in electrostatics

dipoles and all higher-order multipoles are non-topological [121].
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Figure 2.2: Dipoles in electrostatics and 2D elasticity. (a) An electrostatic dipole p
is formed when a positive (green) and a negative (red) charge of equal magnitude are
brought close together. The resulting electric field lines are shown with black lines.
(b) In 2D elasticity, a dislocation (topological dipole) forms upon removal or insertion
of a semi-infinite strip of material of width |b| and is represented by the Burgers vector
b. In a triangular lattice, the dislocation corresponds to two adjacent disclinations
of opposite charges. The two black lines indicate the positions of points before and
after the removal of a semi-infinite strip (red) from crystal. A dipole moment ds can
be defined in the direction from negative to positive disclination and its magnitude
is equal to the distance between two disclinations times the magnitude of charge of
each disclination. (c) In 2D elasticity, a non-topological dipole dp is formed when a
positive (green) and a negative (red) non-topological charge of equal magnitude are
brought close together.

Similarly, a dipole ds = sa in 2D elasticity is formed when two disclination defects

of opposite charges ±s are located at x± = x0±a/2 (see Fig. 2.2b). Dipoles are called

dislocations and their Airy stress function is [122]

χsd(x− x0|ds) = χsm(x− x+|s) + χsm(x− x−| − s),

χsd(x− x0|ds)
|a|→0−−−→ − E

4π
ds · (x− x0) ln |x− x0|.

(2.5)

Dislocation is a topological defect, which forms upon removal or insertion of a semi-

infinite strip of material of width |b| (see Fig. 2.2b). Note that dislocations are

conventionally represented by the Burgers vector b, which is equal to the dipole

moment ds rotated by 90◦, i.e. bi = εijd
s
j . [122, 125]

In 2D elasticity, we can define another non-topological dipole dp = pa, which is

formed when two non-topological monopoles of opposite charges ±p are located at
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x± = x0 ± a/2 (see Fig. 2.2c). Their Airy stress function is

χpd(x− x0|dp) = χpm(x− x+|p) + χpm(x− x−| − p),

χpd(x− x0|dp)
|a|→0−−−→ − E

2π

dp · (x− x0)

|x− x0|2
.

(2.6)

2.1.3 Quadrupoles

An electrostatic quadrupole Q in 2D is formed when two positive and negative charges

are placed symmetrically around x0, such that charges qi = q(−1)i are placed at

positions xi = x0 + a
(

cos(θ + iπ/2), sin(θ + iπ/2)
)
, where i ∈ {0, 1, 2, 3} and angle θ

describes the orientation of quadrupole (see Fig. 2.3a). The electric potential of the

quadrupole is thus

UQ(r, ϕ|Q, θ) =
3∑
i=0

Um(x− xi|qi),

UQ(r, ϕ|Q, θ) a→0−−→
Q cos

(
2(ϕ− θ)

)
πεer2

,

(2.7)

where we introduced the quadrupole moment Q = qa2 and polar coordinates (r =√
(x− x0)2 + (y − y0)2, ϕ = arctan[(y − y0)/(x− x0)]) centered at x0.

Similarly, an elastic quadrupole Qs is formed when two positive and negative

disclinations are placed symmetrically around x0, such that disclinations with charges

si = s(−1)i are placed at positions xi = x0 + a
(

cos(θ + iπ/2), sin(θ + iπ/2)
)
, where

i ∈ {0, 1, 2, 3} and angle θ describes the orientation of quadrupole (see Fig. 2.3b).

The Airy stress function for quadrupole Qs in polar coordinates is thus

χsQ(r, ϕ|Qs, θ) =
3∑
i=0

χsm(x− xi|si),

χsQ(r, ϕ|Qs, θ)
a→0−−→

EQs cos
(
2(ϕ− θ)

)
4π

,

(2.8)

17



Figure 2.3: Quadrupoles in electrostatics and 2D elasticity. ((a) An electrostatic
quadrupole Q consisting of four charges at the vertices of a square with opposite
charges at the adjacent vertices. The resulting electric field lines are shown with
black lines. (b) In 2D elasticity, a quadrupole Qs is represented by four disclinations
at the vertices of a square with opposite charges at the adjacent vertices. Due to
the quadrupole Qs, material locally expands in the direction of positive disclinations
and locally contracts in the direction of negative disclinations, while the total area
remains locally unchanged. (c) In 2D elasticity, a quadrupole Qp is represented by
four non-topological monopoles at the vertices of a square with opposite charges at
the adjacent vertices.

where we introduced the quadrupole moment Qs = sa2. The elastic quadrupole

Qs causes the material to locally expand in the θ direction and locally contract

in the orthogonal direction (see Fig. 2.3b). Note that the quadrupole Qs is non-

topological [126, 125].

In elasticity, we can define another quadrupole Qp, which is formed when two

positive and negative non-topological monopoles are placed symmetrically around

x0, such that non-topological charges pi = p(−1)i are placed at positions xi =

x0 + a
(

cos(θ + iπ/2), sin(θ + iπ/2)
)
, where i ∈ {0, 1, 2, 3} and angle θ describes

the orientation of quadrupole (see Fig. 2.3c). The Airy stress function for quadrupole

Qp in polar coordinates is thus

χpQ(r, ϕ|Qp, θ) =
3∑
i=0

χpm(x− xi|pi),

χpQ(r, ϕ|Qp, θ)
a→0−−→

EQp cos
(
2(ϕ− θ)

)
πr2

,

(2.9)

where we introduced the quadrupole moment Qp = pa2.
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2.1.4 Higher-order multipoles

The procedure described in the previous sections can be generalized to define higher-

order multipoles Qs
n and Qp

n. In 2D the quadrupole Qs is generalized by placing n

positive and n negative disclinations symmetrically around x0, such that disclinations

of charges si = s(−1)i are placed at positions xi = x0+a
(

cos(θ+iπ/n), sin(θ+iπ/n)
)
,

where i ∈ {0, 1, . . . , 2n− 1} and angle θ describes the orientation of multipole. The

Airy stress functions for such multipoles Qs
n in polar coordinates are

χsn(r, ϕ|Qs
n, θ) =

2n−1∑
i=0

χsm(x− xi|si),

χsn(r, ϕ|Qs
n, θ)

a→0−−→
EQs

n cos
(
n(ϕ− θ)

)
4(n− 1)πrn−2

,

(2.10)

where we introduced the multipole moment Qs
n = san.

The quadrupole Qp is generalized to higher-order multipoles by placing n positive

and n negative non-topological monopoles symmetrically around x0, such that charges

of strength pi = p(−1)i are placed at positions xi = x0 + a
(

cos(θ + iπ/n), sin(θ +

iπ/n)
)
, where i ∈ {0, 1, . . . , 2n−1} and angle θ describes the orientation of multipole.

The Airy stress functions for such multipoles Qp
n in polar coordinates are

χpn(r, ϕ|Qp
n, θ) =

2n−1∑
i=0

χpm(x− xi|pi),

χpn(r, ϕ|Qp
n, θ)

a→0−−→ −
EQp

n cos
(
n(ϕ− θ)

)
πrn

,

(2.11)

where we introduced the multipole moment Qp
n = pan.
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2.1.5 Multipoles vs. the Michell solution for biharmonic

functions

The elastic multipoles of types s and p introduced in the previous sections are

closely related to the general solution of the biharmonic equation ∆∆χ = 0, due

to Michell [39], which is given in polar coordinates (r, ϕ) as

χ(r, ϕ) = A0r
2 +B0r

2 ln r + C0 ln r + Iϕ

+ (A1r +
B1

r
+B′1rϕ+ C1r

3 +D1r ln r) cosϕ

+ (E1r +
F1

r
+ F ′1rϕ+G1r

3 +H1r ln r) sinϕ

+
∞∑
n=2

(Anr
n +

Bn

rn
+ Cnr

n+2 +
Dn

rn−2
) cos(nϕ)

+
∞∑
n=2

(Enr
n +

Fn
rn

+Gnr
n+2 +

Hn

rn−2
) sin(nϕ).

(2.12)

The Michell solution above contains the Airy stress functions corresponding to multi-

poles located at the origin: disclination (r2 ln r), dislocation (r ln r cosϕ, r ln r sinϕ),

non-topological monopole (ln r), non-topological dipole (cosϕ/r, sinϕ/r), quadrupole

Qs (cos(2ϕ), sin(2ϕ)), quadrupole Qp (cos(2ϕ)/r2, sin(2ϕ)/r2), as well as all higher-

order multipoles Qs
n and Qp

n (see Eqs. (2.10, 2.11)). Note that the Michell solution

also contains terms that increase faster than r2 far away from the origin. These terms

are associated with stresses that increase away from the origin and can be interpreted

as multipoles located at infinity [127]. Due to the connection with elastic multipoles

we refer to coefficients Ai, Bi, . . . , Hi in the Michell solution as the amplitudes of

multipoles.

2.1.6 Induction

As mentioned previously, the external electric field induces polarization in conducting

and dielectric objects. Similarly, external stress induces elastic quadrupoles inside
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holes and inclusions. To make this analogy concrete, we first demonstrate how

external electric field in 2D polarizes a single conductive or dielectric disk, and then

discuss how external stress induces quadrupoles inside a circular hole or inclusion.

Let us consider a perfectly conductive disk of radius R in a uniform external

electric field (E = E0x̂) in 2D. This electric field provides a driving force for mobile

charges on the disk, which are redistributed until the resulting tangential component

of the total electric field at the circumference of the disk is zero. This means that

the electric potential is constant on the circumference (r = R). Assuming that the

electric potential is zero on the circumference of the disk and that the resultant

electric field approaches the background field far away from the disk, we can solve the

governing equation ∆U = 0 in polar coordinates to find that the electric potential

is U tot
in (r, ϕ) = 0 inside the conductive disk (r < R) and that the electric potential

U tot
out(r, ϕ) outside the conductive disk (r > R) is given by [48]

U tot
out(r, ϕ) = −E0r cosϕ+ E0

R2

r
cosϕ, (2.13)

where the origin of the coordinate system is at the center of the conductive disk.

The first term in the above Eq. (2.13) for the electric potential U tot
out(r, ϕ) outside

the conductive disk is due to the external electric field and the second term can be

interpreted as the electric potential of an induced electrostatic dipole at the center of

the disk (see Eq. (2.4) and Fig. 1.1a). This analysis can be generalized to a dielectric

disk with dielectric constant εin that is embedded in a material with the dielectric

constant εout in a uniform external electric field (E = E0x̂). The electric potentials

inside and outside the disk are then given by [48]

U tot
in (r, ϕ) = −E0r cosϕ+ E0

(εin − εout)

(εin + εout)
r cosϕ, (2.14a)

U tot
out(r, ϕ) = −E0r cosϕ+ E0

(εin − εout)

(εin + εout)

R2

r
cosϕ. (2.14b)
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The first terms in both U tot
in and U tot

out correspond to the external electric field, whereas

the second terms can be interpreted as induced dipoles. The expression in Eq. (2.13)

for the conductive disk is recovered in the limit εin/εout → ∞. Note that the resulting

electric field inside the dielectric disk is uniform Etot
in = −∇U tot

in = 2E0εout/(εin +

εout)x̂.

Similarly, external stress induces multipoles in elastic systems. For example,

consider a circular hole of radius R embedded in an infinite elastic matrix. Under

external stress σext
xx = −σ0, the resultant Airy stress function is obtained by solving

the governing equation ∆∆χ = 0 with the traction-free boundary condition (σrr =

σrϕ = 0) at the circumference of the hole. The Airy stress function outside the hole

(r > R) in polar coordinates is given by [128]

χtot
out(r, ϕ) = −σ0r

2

4

(
1− cos(2ϕ)

)
+
σ0R

2

2
ln r

− σ0R
2

2
cos(2ϕ) +

σ0R
4

4r2
cos(2ϕ).

(2.15)

The above equation for the Airy stress function reveals that the external stress induces

a non-topological monopole p (Eq. (2.3)), and quadrupoles Qs and Qp (Eqs. (2.8, 2.9))

at the center of the hole (see Fig. 1.1c). Note that unlike in electrostatics, dipoles

ds are not induced in elasticity. This is because isolated disclinations (topological

monopoles) and dislocations (topological dipoles) are formed by insertion or removal

of material, which makes them topological defects [122]. On the other hand, elastic

non-topological monopole p and quadrupoles Qs and Qp can be obtained by local

material rearrangement and can thus be induced by external loads [126, 125].

The above analysis can be generalized to the case with a circular inclusion of radius

R made from material with the Young’s modulus Ein and the Poisson’s ratio νin that is

embedded in an infinite elastic matrix made from material with the Young’s modulus

Eout and the Poisson’s ratio νout. Under uniaxial compressive stress σext
xx = −σ0,

the Airy stress function corresponding to the external stress is χext = −σ0y
2/2 =
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Table 2.2: Stresses σij and displacements ui corresponding to different terms for
the Airy stress function χ [see Eq. (2.12)] in the Michell solution [1]. The value of
Kolosov’s constant for plane stress is κ = (3 − ν)/(1 + ν) and for plane strain is
κ = 3− 4ν. Here, µ is the shear modulus and ν is the Poisson’s ratio.

χ σrr σrϕ σϕϕ 2µ

(
ur
uϕ

)
r2 2 0 2 r

(
κ− 1

0

)
ln r r−2 0 -r−2 r−1

(
−1

0

)
rn+2 cos(nϕ) −(n+ 1)(n− 2)rn cos(nϕ) n(n+ 1)rn sin(nϕ) (n+ 1)(n+ 2)rn cos(nϕ) rn+1

(
(κ− n− 1) cos(nϕ)

(κ+ n+ 1) sin(nϕ)

)
rn+2 sin(nϕ) −(n+ 1)(n− 2)rn sin(nϕ) −n(n+ 1)rn cos(nϕ) (n+ 1)(n+ 2)rn sin(nϕ) rn+1

(
(κ− n− 1) sin(nϕ)

−(κ+ n+ 1) cos(nϕ)

)
r−n+2 cos(nϕ) −(n+ 2)(n− 1)r−n cos(nϕ) −n(n− 1)r−n sin(nϕ) (n− 1)(n− 2)r−n cos(nϕ) r−n+1

(
(κ+ n− 1) cos(nϕ)

−(κ− n+ 1) sin(nϕ)

)
r−n+2 sin(nϕ) −(n+ 2)(n− 1)r−n sin(nϕ) n(n− 1)r−n cos(nϕ) (n− 1)(n− 2)r−n sin(nϕ) r−n+1

(
(κ+ n− 1) sin(nϕ)

(κ− n+ 1) cos(nϕ)

)
rn cos(nϕ) −n(n− 1)rn−2 cos(nϕ) n(n− 1)rn−2 sin(nϕ) n(n− 1)rn−2 cos(nϕ) rn−1

(
−n cos(nϕ)

n sin(nϕ)

)
rn sin(nϕ) −n(n− 1)rn−2 sin(nϕ) −n(n− 1)rn−2 cos(nϕ) n(n− 1)rn−2 sin(nϕ) rn−1

(
−n sin(nϕ)

−n cos(nϕ)

)
r−n cos(nϕ) −n(n+ 1)r−n−2 cos(nϕ) −n(n+ 1)r−n−2 sin(nϕ) n(n+ 1)r−n−2 cos(nϕ) r−n−1

(
n cos(nϕ)

n sin(nϕ)

)
r−n sin(nϕ) −n(n+ 1)r−n−2 sin(nϕ) n(n+ 1)r−n−2 cos(nϕ) n(n+ 1)r−n−2 sin(nϕ) r−n−1

(
n sin(nϕ)

−n cos(nϕ)

)

−σ0r
2
(
1− cos(2ϕ)

)
/4. Since the Airy stress function due to external stress contains

both the axisymmetric and the cos(2ϕ) term, the Airy stress function due to induced

multipoles should have the same angular dependence. Furthermore stresses should

remain finite at the center of the inclusion (r = 0) and also far away from the inclusion

(r → ∞). The total Airy stress function χtot
in (r, ϕ) inside (r < R) and χtot

out(r, ϕ)

outside (r > R) the inclusion can thus be written in the following form

χtot
in (r, ϕ) =− σ0r

2

4

(
1− cos(2ϕ)

)
+ c0r

2

+ a2r
2 cos(2ϕ) + c2

r4

R2
cos(2ϕ), (2.16a)

χtot
out(r, ϕ) =− σ0r

2

4

(
1− cos(2ϕ)

)
+ A0R

2 ln
( r
R

)
+ C2R

2 cos(2ϕ) + A2R
4r−2 cos(2ϕ). (2.16b)

The last three terms in Eq. (2.16b) correspond to the induced non-topological

monopole p and quadrupoles Qs and Qp at the center of the inclusion, similar to
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induced multipoles at the center of the hole in Eq. (2.15). The last three terms in

Eq. (2.16a) can also be interpreted as induced multipoles that are located far away

from the inclusion. The unknown coefficients are determined from the boundary

conditions, which require that tractions (σrr and σrϕ) and displacements (ur and

uϕ) are continuous at the circumference of the inclusion (r = R). Stresses corre-

sponding to the Airy stress function χ(r, ϕ) can be calculated as σrr = r−1(∂χ/∂r) +

r−2(∂2χ/∂ϕ2), σϕϕ = ∂2χ/∂r2, and σrϕ = −∂(r−1∂χ/∂ϕ)/∂r. Table 2.2 summarizes

the stresses corresponding to different terms in the Michell solution [1]. The boundary

conditions for tractions at the circumference of inclusion are thus σtot
in,rr = σtot

out,rr and

σtot
in,rϕ = σtot

out,rϕ, where

σtot
in,rr = −σ0

2
+ 2c0 −

(σ0

2
+ 2a2

)
cos(2ϕ), (2.17a)

σtot
out,rr = −σ0

2
+ A0 −

(σ0

2
+ 4C2 + 6A2

)
cos(2ϕ), (2.17b)

σtot
in,rϕ =

(σ0

2
+ 2a2 + 6c2

)
sin(2ϕ), (2.17c)

σtot
out,rϕ =

(σ0

2
− 2C2 − 6A2

)
sin(2ϕ). (2.17d)

In order to obtain displacements, we first calculate the strains εrr = ((κ+ 1)σrr − (3− κ)σϕϕ) /(8µ),

εrϕ = σrϕ/(2µ) and εϕϕ = ((κ+ 1)σϕϕ − (3− κ)σrr) /(8µ), where µ = E/[2(1 + ν)]

is the shear modulus and we introduced the Kolosov’s constant κ = (3 − ν)/(1 + ν)

for plane stress and κ = 3 − 4ν for plane strain condition [1]. Displacements ur

and uϕ are then obtained by integrating the strains. Table 2.2 summarizes the

displacements corresponding to different terms in the Michell solution [1]. The

boundary conditions for displacements at the circumference of inclusion are thus

utot
in,r = utot

out,r and utot
in,ϕ = utot

out,ϕ, where

utot
in,r =

(
−σ0

4
+ c0

) R(κin − 1)

2µin

24



+
(
−σ0

2
− 2a2 + c2(κin − 3)

) R cos(2ϕ)

2µin

, (2.18a)

utot
out,r = − R

2µout

(
1

4
σ0(κout − 1) + A0

)
+
(
−σ0

2
+ C2(κout + 1) + 2A2

) R cos(2ϕ)

2µout

, (2.18b)

utot
in,ϕ =

(σ0

2
+ 2a2 + c2(κin + 3)

) R sin(2ϕ)

2µin

, (2.18c)

utot
out,ϕ =

(σ0

2
− C2(κout − 1) + 2A2

) R sin(2ϕ)

2µout

. (2.18d)

The boundary conditions in Eqs. (2.17) and (2.18) have to be satisfied at every point

(ϕ) on the circumference of the inclusion. Thus the coefficients of the Fourier compo-

nents have to match on both sides of these equations, which allows us to rewrite the

boundary conditions as a matrix equation

Mtrac
out , Mtrac

in

Mdisp
out , Mdisp

in


aout

ain

 =

 0

bdisp

 . (2.19)

The top and bottom rows of the matrix in the above equation are obtained from the

boundary conditions for tractions (superscript ‘trac’) and displacements (superscript

‘disp’), respectively, where

Mtrac
out =


1 0 0

0 −6 −4

0 −6 −2

 , (2.20a)

Mtrac
in =


−2 0 0

0 2 0

0 −2 −6

 , (2.20b)
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Mdisp
out =


− R

2µout
0 0

0 R
µout

R(κout+1)
2µout

0 R
µout

−R(κout−1)
2µout

 , (2.20c)

Mdisp
in =


−R(κin−1)

2µin
0 0

0 R
µin

−R(κin−3)
2µin

0 − R
µin
−R(κin+3)

2µin

 . (2.20d)

The left and right columns of the matrix in Eq. (2.19) describe the effect of the

induced multipoles aout outside and ain inside the inclusion, respectively, where

aout =


A0

A2

C2

 , ain =


c0

a2

c2

 . (2.21)

The right hand side of the Eq. (2.19) describes the effect of external load as

bdisp =


σ0R

8

(
(κout−1)
µout

− (κin−1)
µin

)
σ0R

4

(
1

µout
− 1

µin

)
σ0R

4

(
− 1
µout

+ 1
µin

)
 . (2.22)

By solving the set of equations in Eq. (2.19) we find that the Airy stress functions

χtot
in (r, ϕ) inside (r < R) and χtot

out(r, ϕ) outside (r > R) the inclusion are given by

χtot
in (r, ϕ) =− σ0r

2

4

(
1− cos(2ϕ)

)
+

(µout(κin − 1)− µin(κout − 1))

4(µout(κin − 1) + 2µin)
σ0r

2

− (µout − µin)

4(µout + µinκout)
σ0r

2 cos(2ϕ), (2.23a)

χtot
out(r, ϕ) =− σ0r

2

4

(
1− cos(2ϕ)

)
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+
(µout(κin − 1)− µin(κout − 1))

2(µout(κin − 1) + 2µin)
σ0R

2 ln r

− (µout − µin)

2(µout + µinκout)
σ0R

2 cos(2ϕ)

+
(µout − µin)

4(µout + µinκout)
σ0R

4r−2 cos(2ϕ). (2.23b)

In the above Eq. (2.23) for the Airy stress functions the last three terms can again

be interpreted as induced non-topological monopole p and quadrupoles Qs and Qp.

The expression in Eq. (2.15) for the hole is recovered in the limit µin → 0. Note that

similar to the Eshelby inclusions in 3D [16], the stress field inside the inclusion in 2D

is uniform and is given by

σin
xx = −σ0

µin(1 + κout)(µoutκin + µin(2 + κout))

2(µout(κin − 1) + 2µin)(µout + µinκout)
, (2.24a)

σin
yy = σ0

µin(1 + κout)(µout(κin − 2)− µin(κout − 2))

2(µout(κin − 1) + 2µin)(µout + µinκout)
, (2.24b)

σin
xy = 0. (2.24c)

By comparing the above analyses in elasticity and electrostatics, we conclude that

holes and inclusions in elasticity are analogous to perfect conductors and dielectrics

in electrostatics, respectively.

The problem of induction becomes much more involved when multiple dielectric

objects are considered in electrostatics or multiple inclusions in elasticity. This is

because dielectric objects and inclusions interact with each other via induced elec-

tric fields and stress fields, respectively. In the next Section, we describe how such

interactions can be systematically taken into account in elasticity, which enabled us

to calculate the magnitudes of induced multipoles in the presence of external load.
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2.2 Elastic multipole method

Building on the concepts described above, we have developed a method for calcu-

lating the linear deformation of circular inclusions and holes embedded in an infinite

elastic matrix under external stress. External stress induces elastic multipoles at the

centers of inclusions and holes, and their amplitudes are obtained from the boundary

conditions between different materials (continuity of tractions and displacements). In

the following Section 2.2.1, we describe the method for the general case where circular

inclusions can have different sizes and material properties (holes correspond to zero

shear modulus). Note that our method applies to the deformation of cylindrical holes

and inclusions embedded in thin plates (plane stress) as well as to cylindrical holes

and inclusions embedded in an infinitely thick elastic matrix (plane strain) by appro-

priately setting the values of the Kolosov’s constant. In Section 2.2.2 we compare the

results of our method to the finite element simulations and in Section 2.2.3 they are

compared to experiments.

2.2.1 Method

Let us consider a 2D infinite elastic matrix with the Young’s modulus E0 and the

Poisson’s ratio ν0. Embedded in the matrix are N circular inclusions with radii Ri

centered at positions xi = (xi, yi) with Young’s moduli Ei and Poisson’s ratios νi,

where i ∈ {1, . . . , N}. Holes are described with zero Young’s modulus (Ei = 0).

External stress, represented with the Airy stress function

χext(x, y) =
1

2
σext
xx y

2 +
1

2
σext
yy x

2 − σext
xy xy, (2.25)

induces non-topological monopoles (p), non-topological dipoles (dp), quadrupoles

(Qs, Qp), and higher-order multipoles (Qs
n, Qp

n) at the centers of inclusions, as was

discussed in Section 2.1.6. Thus the Airy stress function outside the ith inclusion due
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to the induced multipoles can be expanded as

χout

(
ri, ϕi|ai,out

)
=Ai,0R

2
i ln

(
ri
Ri

)
+
∞∑
n=1

R2
i

(
ri
Ri

)−n [
Ai,n cos(nϕi) +Bi,n sin(nϕi)

]
+
∞∑
n=2

R2
i

(
ri
Ri

)−n+2 [
Ci,n cos(nϕi) +Di,n sin(nϕi)

]
,

(2.26)

where the origin of polar coordinates (ri =
√

(x− xi)2 + (y − yi)2, ϕi = arctan[(y −

yi)/(x− xi)]) is at the center xi of the ith inclusion and ai,out = {Ai,0, Ai,1, . . . , Bi,1,

Bi,2, . . . , Ci,2, Ci,3, . . . , Di,2, Di,3, . . . } is the set of amplitudes of induced multipoles.

The total Airy stress function outside all inclusions can then be written as

χtot
out

(
x, y|aout

)
= χext(x, y)

+
N∑
i=1

χout

(
ri(x, y), ϕi(x, y)|ai,out

)
,

(2.27)

where the first term is due to external stress and the summation describes contribu-

tions due to induced multipoles at the centers of inclusions. The set of amplitudes of

induced multipoles for all inclusions is defined as aout = {a1,out, · · · , aN,out}.

Similarly, we expand the induced Airy stress function inside the ith inclusion as

χin

(
ri, ϕi|ai,in

)
= ci,0r

2
i

+
∞∑
n=2

R2
i

(
ri
Ri

)n [
ai,n cos(nϕi) + bi,n sin(nϕi)

]
+
∞∑
n=1

R2
i

(
ri
Ri

)n+2 [
ci,n cos(nϕi) + di,n sin(nϕi)

]
,

(2.28)

where we kept only the terms that generate finite stresses at the center of inclu-

sion and omitted constant and linear terms {1, ri cosϕi, ri sinϕi} that correspond

to zero stresses. The set of amplitudes of induced multipoles is represented as
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ai,in = {ai,2, ai,3, . . . , bi,2, bi,3, . . . , ci,0, ci,1, . . . , di,1, di,2, . . . }. The total Airy stress func-

tion inside the ith inclusion is thus

χtot
in

(
x, y|ai,in

)
=χext(x, y)

+ χin

(
ri(x, y), ϕi(x, y)|ai,in

)
,

(2.29)

where the first term is due to external stress and the second term is due to induced

multipoles.

The amplitudes of induced multipoles ai,out and ai,in are obtained by satisfying

the boundary conditions that tractions and displacements are continuous across the

circumference of each inclusion

σtot
in,rr

(
ri = Ri, ϕi|ai,in

)
= σtot

out,rr

(
ri = Ri, ϕi|aout

)
, (2.30a)

σtot
in,rϕ

(
ri = Ri, ϕi|ai,in

)
= σtot

out,rϕ

(
ri = Ri, ϕi|aout

)
, (2.30b)

utot
in,r

(
ri = Ri, ϕi|ai,in

)
= utot

out,r

(
ri = Ri, ϕi|aout

)
, (2.30c)

utot
in,ϕ

(
ri = Ri, ϕi|ai,in

)
= utot

out,ϕ

(
ri = Ri, ϕi|aout

)
, (2.30d)

where stresses and displacements are obtained from the total Airy stress functions

χtot
in

(
x, y|ai,in

)
inside the ith inclusion (see Eq. (2.29)) and χtot

out

(
x, y|aout

)
outside all

inclusions (see Eq. (2.27)). In the boundary conditions for the ith inclusion in the

above Eq. (2.30), we can easily take into account contributions due to the induced

multipoles ai,in and ai,out in this inclusion and due to external stresses σext
xx , σext

yy , and

σext
xy after rewriting the corresponding Airy stress function χext(x, y) in Eq. (2.25) in

polar coordinates centered at the ith inclusion as

χext(ri, ϕi) =
1

4
(σext

xx + σext
yy )r2

i

− 1

4
(σext

xx − σext
yy )r2

i cos(2ϕi)

− 1

2
σext
xy r

2
i sin(2ϕi).

(2.31)
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Figure 2.4: Illustration of external load (σext
xx , σext

yy , σext
xy ) and polar coordinates (ri, ϕi)

and (rj, ϕj) relative to the centers xi of the ith inclusion (orange disk) with radius Ri

and xj of the jth inclusion (blue disk) with radius Rj, respectively. Here, aij is the
separation distance between the ith and jth inclusion and θij is the angle between the
line joining their centers and the x-axis.

Contributions to stresses and displacements in the boundary conditions for

the ith inclusion in Eq. (2.30) due to the Airy stress functions χin

(
ri, ϕi|ai,in

)
,

χout

(
ri, ϕi|ai,out

)
, and χext(ri, ϕi) can be taken into account with the help of

Table 2.2. However, it is not straightforward to consider the contributions due to the

induced multipoles aj,out for other inclusions (j 6= i), because the corresponding Airy

stress functions χout

(
rj, ϕj|aj,out

)
in Eq. (2.26) are written in the polar coordinates

centered at xj. The polar coordinates (rj, ϕj) centered at the jth inclusion can be

expressed in terms of polar coordinates (ri, ϕi) centered at the ith inclusion as

rj(ri, ϕi) =
√
r2
i + a2

ij − 2riaij cos(ϕi − θij),

ϕj(ri, ϕi) = π + θij − arctan

[
ri sin(ϕi − θij)(

aij − ri cos(ϕi − θij)
)] , (2.32)

where aij =
√

(xi − xj)2 + (yi − yj)2 is the distance between the centers of the ith

and jth inclusion and θij = arctan[(yj − yi)/(xj − xi)] is the angle between the line

joining the centers of inclusions and the x-axis, as shown in Fig. 2.4.
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The Airy stress function due to the induced multipoles centered at the jth inclusion

can be expanded in Taylor series around the center of the ith inclusion as [34]

χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)
=

∞∑
n=2

R2
j

rni
anij

[
cos(nϕi)f

n
c (Rj/aij, θij|aj,out)

+ sin(nϕi)f
n
s (Rj/aij, θij|aj,out)

]
+
∞∑
n=0

R2
j

rn+2
i

an+2
ij

[
cos(nϕi)g

n
c (Rj/aij, θij|aj,out)

+ sin(nϕi)g
n
s (Rj/aij, θij|aj,out)

]
,

(2.33)

where we omitted constant and linear terms {1, ri cosϕi, ri sinϕi} that correspond to

zero stresses and we introduced functions

fnc (Rj/aij, θij|aj,out) =
∞∑
m=0

(
Rm
j

amij

[
Aj,mAmn (θij) +Bj,mBmn (θij)

]
+
Rm−2
j

am−2
ij

[
Cj,mCmn (θij) +Dj,mDmn (θij)

])
, (2.34a)

fns (Rj/aij, θij|aj,out) =
∞∑
m=0

(
Rm
j

amij

[
Aj,mBmn (θij)−Bj,mAmn (θij)

]
+
Rm−2
j

am−2
ij

[
Cj,mDmn (θij)−Dj,mCmn (θij)

])
, (2.34b)

gnc (Rj/aij, θij|aj,out) =
∞∑
m=2

Rm−2
j

am−2
ij

[
Cj,mEmn (θij) +Dj,mFmn (θij)

]
, (2.34c)

gns (Rj/aij, θij|aj,out) =
∞∑
m=2

Rm−2
j

am−2
ij

[
Cj,mFmn (θij)−Dj,mEmn (θij)

]
. (2.34d)

In the above Eq. (2.34), we set Bj,0 = Cj,0 = Dj,0 = Cj,1 = Dj,1 = 0 and

introduced coefficients Amn (θij), Bmn (θij), Cmn (θij), Dmn (θij), Emn (θij), and Fmn (θij) that

are summarized in Table 2.3.
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Table 2.3: Coefficients for the expansion of the Airy stress function
χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)
in Eqs. (2.33-2.34).

n ≥ 2 A0
n(θij) = − 1

n
cos(nθij) B0

n(θij) = − 1
n

sin(nθij)

n ≥ 2,m ≥ 1 Amn (θij) = (−1)m
(m+n−1

n

)
cos
(
(m+ n)θij

)
Bmn (θij) = (−1)m

(m+n−1
n

)
sin
(
(m+ n)θij

)
n ≥ 0,m ≥ 2 Cmn (θij) = (−1)m

(m+n−2
n

)
cos
(
(m+ n)θij

)
Dmn (θij) = (−1)m

(m+n−2
n

)
sin
(
(m+ n)θij

)
n ≥ 0,m ≥ 2 Emn (θij) = (−1)m−1

(m+n−1
n+1

)
cos
(
(m+ n)θij

)
Fmn (θij) = (−1)m−1

(m+n−1
n+1

)
sin
(
(m+ n)θij

)

Next, we calculate stresses and displacements at the circumference of the ith inclu-

sion by using expressions for the Airy stress functions χext(ri, ϕi) in Eq. (2.31) due to

external stresses, χin

(
ri, ϕi|ai,in

)
and χout

(
ri, ϕi|ai,out

)
in Eqs. (2.28) and (2.26) due

to induced multipoles for the ith inclusion, and χout

(
rj, ϕj|aj,out

)
in Eq. (2.33) due

to the induced multipoles for the jth inclusion (j 6= i) . With the help of Table 2.2,

which shows how to convert each term of the Airy stress function to stresses and

displacements, we obtain

σtot
in,rr

(
ri = Ri, ϕi|ai,in

)
=

1

2
(σext
xx + σext

yy ) +
1

2
(σext
xx − σext

yy ) cos(2ϕi) + σext
xy sin(2ϕi) + 2ci,0

−
∞∑
n=1

[
n(n− 1)

(
ai,n cos(nϕi) + bi,n sin(nϕi)

)
+ (n+ 1)(n− 2)

(
ci,n cos(nϕi) + di,n sin(nϕi)

)]
,

(2.35a)

σtot
out,rr

(
ri = Ri, ϕi|aout

)
=

1

2
(σext
xx + σext

yy ) +
1

2
(σext
xx − σext

yy ) cos(2ϕi) + σext
xy sin(2ϕi) +Ai,0

−
∞∑
n=1

[
n(n+ 1)

(
Ai,n cos(nϕi) +Bi,n sin(nϕi)

)
+ (n+ 2)(n− 1)

(
Ci,n cos(nϕi) +Di,n sin(nϕi)

)]
−
∑
j 6=i

∞∑
n=2

R2
jR

n−2
i

anij
n(n− 1)

[
cos(nϕi)f

n
c

(
Rj/aij , θij |aj,out

)
+ sin(nϕi)f

n
s

(
Rj/aij , θij |aj,out

)]
−
∑
j 6=i

∞∑
n=0

R2
jR

n
i

an+2
ij

(n+ 1)(n− 2)
[

cos(nϕi)g
n
c

(
Rj/aij , θij |aj,out

)
+ sin(nϕi)g

n
s

(
Rj/aij , θij |aj,out

)]
,

(2.35b)

σtot
in,rϕ

(
ri = Ri, ϕi|ai,in

)
= −1

2
(σext
xx − σext

yy ) sin(2ϕi) + σext
xy cos(2ϕi)

+

∞∑
n=1

[
n(n− 1)

(
ai,n sin(nϕi)− bi,n cos(nϕi)

)
+ n(n+ 1)

(
ci,n sin(nϕi)− di,n cos(nϕi)

)]
,

(2.35c)
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σtot
out,rϕ

(
ri = Ri, ϕi|aout

)
= −1

2
(σext
xx − σext

yy ) sin(2ϕi) + σext
xy cos(2ϕi)

−
∞∑
n=1

[
n(n+ 1)

(
Ai,n sin(nϕi)−Bi,n cos(nϕi)

)
+ n(n− 1)

(
Ci,n sin(nϕi)−Di,n cos(nϕi)

)]
+
∑
j 6=i

∞∑
n=2

R2
jR

n−2
i

anij
n(n− 1)

[
sin(nϕi)f

n
c

(
Rj/aij , θij |aj,out

)
− cos(nϕi)f

n
s

(
Rj/aij , θij |aj,out

)]
+
∑
j 6=i

∞∑
n=0

R2
jR

n
i

an+2
ij

n(n+ 1)
[

sin(nϕi)g
n
c

(
Rj/aij , θij |aj,out

)
− cos(nϕi)g

n
s

(
Rj/aij , θij |aj,out

)]
,

(2.35d)

2µi
Ri

utot
in,r

(
ri = Ri, ϕi|ai,in

)
= −1

4
(σext
xx + σext

yy )(1− κi) +
1

2
(σext
xx − σext

yy ) cos(2ϕi) + σext
xy sin(2ϕi) + ci,0(κi − 1)

−
∞∑
n=1

[
n
(
ai,n cos(nϕi) + bi,n sin(nϕi)

)
+ (n+ 1− κi)

(
ci,n cos(nϕi) + di,n sin(nϕi)

)]
,

(2.35e)

2µ0

Ri
utot

out,r

(
ri = Ri, ϕi|aout

)
= −1

4
(σext
xx + σext

yy )(1− κ0) +
1

2
(σext
xx − σext

yy ) cos(2ϕi) + σext
xy sin(2ϕi)−Ai,0

+

∞∑
n=1

[
n
(
Ai,n cos(nϕi) +Bi,n sin(nϕi)

)
+ (n− 1 + κ0)

(
Ci,n cos(nϕi) +Di,n sin(nϕi)

)]
−
∑
j 6=i

∞∑
n=2

R2
jR

n−2
i

anij
n
[

cos(nϕi)f
n
c

(
Rj/aij , θij |aj,out

)
+ sin(nϕi)f

n
s

(
Rj/aij , θij |aj,out

)]
−
∑
j 6=i

∞∑
n=0

R2
jR

n
i

an+2
ij

(n+ 1− κ0)
[

cos(nϕi)g
n
c

(
Rj/aij , θij |aj,out

)
+ sin(nϕi)g

n
s

(
Rj/aij , θij |aj,out

)]
,

(2.35f)

2µi
Ri

utot
in,ϕ

(
ri = Ri, ϕi|ai,in

)
= −1

2
(σext
xx − σext

yy ) sin(2ϕi) + σext
xy cos(2ϕi)

+

∞∑
n=1

[
n
(
ai,n sin(nϕi)− bi,n cos(nϕi)

)
+ (n+ 1 + κi)

(
ci,n sin(nϕi)− di,n cos(nϕi)

)]
,

(2.35g)

2µ0

Ri
utot

out,ϕ

(
ri = Ri, ϕi|aout

)
= −1

2
(σext
xx − σext

yy ) sin(2ϕi) + σext
xy cos(2ϕi)

+

∞∑
n=1

[
n
(
Ai,n sin(nϕi)−Bi,n cos(nϕi)

)
+ (n− 1− κ0)

(
Ci,n sin(nϕi)−Di,n cos(nϕi)

)]
+
∑
j 6=i

∞∑
n=2

R2
jR

n−2
i

anij
n
[

sin(nϕi)f
n
c

(
Rj/aij , θij |aj,out

)
− cos(nϕi)f

n
s

(
Rj/aij , θij |aj,out

)]
+
∑
j 6=i

∞∑
n=0

R2
jR

n
i

an+2
ij

(n+ 1 + κ0)
[

sin(nϕi)g
n
c

(
Rj/aij , θij |aj,out

)
− cos(nϕi)g

n
s

(
Rj/aij , θij |aj,out

)]
.

(2.35h)
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In the above equations, terms with coefficients σext
xx , σ

ext
yy and σext

xy correspond to

χext(ri, ϕi), terms with coefficients ai,n, bi,n, ci,n, di,n correspond to χin(ri, ϕi|ai,in),

terms with coefficients Ai,n, Bi,n, Ci,n, Di,n correspond to χout(ri, ϕi|ai,in), and terms

with coefficients Aj,n, Bj,n, Cj,n, Dj,n correspond to χout(rj, ϕj|aj,out). We introduced

the shear modulus µi = Ei/[2(1 + νi)] and the Kolosov’s constant κi for the ith

inclusion, where the value of Kolosov’s constant is κi = (3 − νi)/(1 + νi) for plane

stress and κi = 3 − 4νi for plane strain conditions [1]. Similarly, we define the

shear modulus µ0 = E0/[2(1 + ν0)] and the Kolosov’s constant κ0 for the elastic

matrix. The boundary conditions in Eq. (2.30) have to be satisfied at every point

(ϕi) on the circumference of the ith inclusion. Thus the coefficients of the Fourier

modes {1, cos(nϕi), sin(nϕi)} have to match in the expansions of tractions and

displacements in Eq. (2.35), similar to what was done for the case with the single

inclusion in Section 2.1.6. This enables us to construct a matrix equation for the set

of amplitudes {ai,out, ai,in} of induced multipoles in the form (see also Fig. 2.5)

Mtrac
out,ij, Mtrac

in,ij

Mdisp
out,ij, Mdisp

in,ij


aj,out

aj,in

 =

 0

bdisp
i

 , (2.36)

where the summation over inclusions j is implied.

The top and bottom rows of the matrix M in the above equation are obtained

from the boundary conditions in Eq. (2.30) for tractions (superscript ‘trac’) and

displacements (superscript ‘disp’), respectively. The left and right columns of the

matrix M describe the effect of the induced multipoles aj,out and aj,in, respectively.

The entries in matrices Mtrac
out,ii and Mtrac

in,ii for the ith inclusion are numbers that depend

on the degrees of induced multipoles. The entries in matrices Mdisp
out,ii and Mdisp

in,ii for

the ith inclusion depend on the degrees of induced multipoles, the radius of inclusion

Ri and the material properties of the inclusion (µi, κi) and elastic matrix (µ0, κ0).

Matrices Mtrac
out,ij and Mdisp

out,ij encode interactions between the inclusions i and j. The
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Figure 2.5: Structure of the system of Equations (2.36) for the amplitudes ai,out and
ai,in of the induced multipoles for inclusions i ∈ {1, . . . , N}. The matrix M is divided
into 4N2 blocks, where the blocks Mtrac

out,ij and Mtrac
in,ij correspond to the boundary

conditions for tractions around the circumference of the ith inclusion in Eq. (2.30a,
2.30b), and the blocks Mdisp

out,ij and Mdisp
in,ij correspond to the boundary conditions for

displacements around the circumference of the ith inclusion in Eq. (2.30c, 2.30d).
The red boxes mark the blocks with i 6= j that account for the interactions between
different inclusions. The effect of external stresses is contained in vectors bdisp

i . See
text for detailed description of elements represented in this system of equations.

entries in these matrices depend on the degrees of induced multipoles, the radii Ri and

Rj of inclusions, the angle θij, and the separation distance aij between the inclusions

(see Fig. 2.4). In addition to that, the entries in matrix Mdisp
out,ij also depend on the

material properties of the elastic matrix (µ0, κ0). Note that the other matrices are

zero, i.e. Mtrac
in,ij = Mdisp

in,ij = 0. The entries in vector bdisp
i depend on the magnitude

of external stresses (σext
xx , σext

yy , σext
xy ), the degrees of induced multipoles, the radius of

inclusion Ri, and the material properties of the inclusion (µi, κi) and elastic matrix
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(µ0, κ0). Note that in bdisp
i the only nonzero entries are the ones that correspond to

Fourier modes 1, cos(2ϕi), and sin(2ϕi).

To numerically solve the system of equations for induced multipoles in

Eq. (2.36) we truncate the multipole expansion at degree nmax. For each

inclusion i, there are 4nmax − 1 unknown amplitudes of multipoles ai,out =

{Ai,0, Ai,1, . . . , Ai,nmax , Bi,1, Bi,2, . . . , Bi,nmax , Ci,2, Ci,3, . . . , Ci,nmax , Di,2, Di,3, . . . , Di,nmax}

and 4nmax − 1 unknown amplitudes of multipoles ai,in = {ai,2, ai,3, . . . , ai,nmax , bi,2,

bi,3, . . . , bi,nmax , ci,0, ci,1, . . . , ci,nmax , di,1, di,2, . . . , di,nmax}. Furthermore, we truncate

the Taylor expansion for the Airy stress function χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)
in

Eq. (2.33) at the same order nmax. By matching the coefficients of the Fourier modes

{1, cosϕi, sinϕi, . . . , cos(nmaxϕi), sin(nmaxϕi)} in the expansions for tractions

and displacements in Eq. (2.35) around the circumference of the ith inclusion, we

in principle get 2(2nmax + 1) equations from tractions and 2(2nmax + 1) equations

from displacements. However, the zero Fourier modes for σrϕ and uϕ are equal to

zero. Furthermore, the coefficients of Fourier modes cosϕi and sinϕi are identical

for each of the σrr, σrϕ, ur, and uϕ in Eq. (2.35). By removing the equations

that do not provide new information, the dimensions of matrices Mtrac
out,ij, Mtrac

in,ij,

Mdisp
out,ij, and Mdisp

in,ij, become (4nmax − 1) × (4nmax − 1). Thus Eq. (2.36) describes

the system of N(8nmax − 2) equations for the amplitudes of the induced multi-

poles {a1,out, a1,in, . . . , aN,out, aN,in}. The solution of this system of equations gives

amplitudes of induced multipoles, which are linear functions of applied loads σext
xx ,

σext
yy , and σext

xy . These amplitudes are then used to obtain the Airy stress functions

χtot
in

(
x, y|ai,in

)
in Eq. (2.29) inside inclusions and χtot

out

(
x, y|aout

)
in Eq. (2.27) outside

inclusions, which enables us to calculate stresses and displacements everywhere in

the structure. The accuracy of the obtained results depends on the number nmax for

the maximum degree of induced multipoles, where larger nmax yields more accurate
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results. In the next two Sections, we compare the results of the elastic multipole

method described above with linear finite element simulations and experiments.

2.2.2 Comparison with linear finite element simulations

First, we tested the elastic multipole method for two circular inclusions embedded in

an infinite plate subjected to uniaxial stress (Fig. 2.6) and shear stress (Fig. 2.7). The

two inclusions had identical diameters d and they were centered at (±a/2, 0). Three

different values of the separation distance a between the inclusions were considered:

a = 2d, a = 1.4d, and a = 1.1d. The left and right inclusions were chosen to be more

flexible (E1/E0 = 0.25) and stiffer (E2/E0 = 4) than the outer elastic matrix with

the Young’s modulus E0, respectively. We used plane stress condition with Kolosov’s

constants κi = (3−νi)/(1+νi), where Poisson’s ratios of the left and right inclusions,

and the outer material were ν1 = 0.45, ν2 = 0.15, and ν0 = 0.3, respectively. The

values of the applied uniaxial stress and shear stress were σext
xx /E0 = −0.25 (Fig. 2.6)

and σext
xy /E0 = 0.1 (Fig. 2.7), respectively. Such large values of external loads were

used only to exaggerate deformations. Note that in practical experiments these loads

would cause nonlinear deformation.

In Figs. 2.6 and 2.7 we show contours of deformed inclusions and spatial distri-

butions of stresses for different values of the separation distance a between the inclu-

sions, where the results from elastic multipole method were compared with linear

finite element simulations on a square domain of size 400d × 400d (see Appendix A

for details). When the inclusions are far apart, they interact weakly, as can be seen

from the expansion of stresses and displacements in Eq. (2.35), where the terms

describing interactions between the inclusions i and j contain powers of Ri/aij � 1

andRj/aij � 1. This is the case for the separation distance a = 2d, where we find that

the contours of deformed inclusions have elliptical shapes (see Figs. 2.6b and 2.7b)

and stresses inside the inclusions are uniform (see Figs. 2.6e,h and 2.7e,h), which is
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Figure 2.6: Deformation of an infinite elastic plate with two circular inclusions under
uniaxial stress σext

xx and plane stress condition. (a) Schematic image describing the
initial undeformed shape of the structure and applied load σext

xx = −0.25E0. The
diameters of both inclusions (blue and orange disks) are d and the separation distance
between their centers is a. The Young’s moduli of the left and right inclusions are
E1/E0 = 0.25 and E2/E0 = 4, respectively, where E0 is the Young’s modulus of
the outer material. Poisson’s ratios of the left and right inclusions and the outer
material are ν1 = 0.45, ν2 = 0.15, and ν0 = 0.3, respectively. (b-d) Contours of the
deformed inclusions for different values of the separation distance a/d = 2, 1.4, and
1.1. The solid red, yellow and dashed blue lines show the contours obtained with
elastic multipole method for nmax = 2, 4, and 8, respectively. Green solid lines show
the contours obtained with linear finite element simulations. (e-j) von Mises stress
(σvM) distributions obtained with (e-g) elastic multipole method (nmax = 9) and
(h-j) linear finite element simulations for different separation distances of inclusions
a/d. von Mises stress distributions are normalized with the value of von Mises stress
σext

vM = |σext
xx | due to the applied load. Four marked points A-D were chosen for

the quantitative comparison of stresses and displacements between elastic multipole
method and finite element simulations. See Table 2.4 for details.

characteristic for isolated inclusions (see Eq. (2.24) and [16]). Furthermore, the von

Mises stress distribution (σvM =
√
σ2
xx − σxxσyy + σ2

yy + 3σ2
xy) around the more flex-
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Figure 2.7: Deformation of an infinite elastic plate with two circular inclusions under
shear stress σext

xy and plane stress condition. (a) Schematic image describing the initial
undeformed shape of the structure and applied load σext

xy = 0.1E0, where E0 is the
Young’s modulus of the outer material. The diameter of both inclusions (blue and
orange disks) is d and the separation distance between their centers is a. Material
properties are the same as in Fig. 2.6. (b-d) Contours of the deformed inclusions for
different values of the separation distance a/d = 2, 1.4, and 1.1. The solid red, yellow
and dashed blue lines show the contours obtained with elastic multipole method for
nmax = 2, 4, and 8, respectively. Green solid lines show the contours obtained with
finite element simulations. (e-j) von Mises stress (σvM) distributions obtained with
(e-g) elastic multipole method (nmax = 9) and (h-j) linear finite element simulations
for different separation distances of inclusions a/d. von Mises stress distributions are
normalized with the value of von Mises stress σext

vM =
√

3|σext
xy | due to the applied load.

Four marked points A-D were chosen for the quantitative comparison of stresses and
displacements between elastic multipole method and finite element simulation. See
Table 2.5 for details.

ible left inclusion (see Fig. 2.6e,h) is similar to that of an isolated hole under uniaxial

stress (see Fig. 1.1c). For the stiffer right inclusion, the locations of the maxima and
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minima in the von Mises stress distribution are reversed (see Fig. 2.6e,h) because the

amplitudes of induced multipoles have the opposite sign (see Eq. (2.23)).

Similar patterns in the von Mises stress distribution are observed when the struc-

ture is under external shear, but they are rotated by 45◦ (see Fig. 2.7e,h). When inclu-

sions are far apart (a = 2d), the contours of deformed inclusions can be accurately

Table 2.4: Quantitative comparison for the values of von Mises stresses σvM and
displacements u at points A-D (defined in Fig. 2.6) obtained with the elastic multi-
pole method (EMP) and finite element method simulations (FEM) for uniaxially
compressed samples with two inclusions of diameter d for different values of their
separation distance a. von Mises stresses σvM are normalized with the value of
von Mises stress σext

vM = |σext
xx | due to the applied uniaxial compression. Displace-

ments u are normalized with the characteristic scale of deformation dσext
vM/E0, where

E0 is the Young’s modulus of the elastic matrix. The relative percent errors
ε between the two methods are calculated as 100 × (σEMP

vM − σFEM
vM )/σFEM

vM and
100× (|u|EMP − |u|FEM)/|u|FEM.

separation a = 2d

stress σvM/σ
ext
vM disp. |u|/[dσext

vM/E0]

EMP FEM ε (%) EMP FEM ε(%)

A 1.419 1.416 0.2 1.442 1.442 0.0

B 0.940 0.947 0.7 0.082 0.081 0.5

C 1.213 1.216 0.3 0.654 0.653 0.1

D 0.997 0.997 0.0 1.144 1.144 0.0

separation a = 1.4d

stress σvM/σ
ext
vM disp. |u|/[dσext

vM/E0]

EMP FEM ε (%) EMP FEM ε(%)

A 1.424 1.419 0.5 1.265 1.264 0.1

B 0.940 0.959 1.9 0.116 0.116 0.7

C 1.083 1.092 0.8 0.275 0.274 0.3

D 0.994 0.994 0.0 1.250 1.250 0.0

separation a = 1.1d

stress σvM/σ
ext
vM disp. |u|/[dσext

vM/E0]

EMP FEM ε (%) EMP FEM ε(%)

A 1.439 1.426 0.9 1.223 1.220 0.3

B 0.887 0.91 2.7 0.127 0.126 1.0

C 0.933 0.948 1.5 0.122 0.122 0.3

D 0.992 0.992 0.0 1.363 1.363 0.0
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Table 2.5: Quantitative comparison for the values of von Mises stresses σvM and
displacements u at points A-D (defined in Fig. 2.7) obtained with the elastic multi-
pole method (EMP) and finite element method simulations (FEM) for sheared
samples with two inclusions of diameter d for different values of their separation
distance a. von Mises stresses σvM are normalized with the value of von Mises stress
σext

vM =
√

3|σext
xy | due to the applied shear. Displacements u are normalized with the

characteristic scale of deformation dσext
vM/E0, where E0 is the Young’s modulus of the

elastic matrix. The relative percent errors ε between the two methods are calculated
as 100× (σEMP

vM − σFEM
vM )/σFEM

vM and 100× (|u|EMP − |u|FEM)/|u|FEM.

separation a = 2d

stress σvM/σ
ext
vM disp. |u|/[dσext

vM/E0]

EMP FEM ε (%) EMP FEM ε (%)

A 1.027 1.026 0.1 1.167 1.166 0.1

B 1.045 1.050 0.5 0.387 0.387 0.2

C 1.415 1.419 0.2 0.159 0.159 0.0

D 1.016 1.016 0.0 4.235 4.235 0.0

separation a = 1.4d

stress σvM/σ
ext
vM disp. |u|/[dσext

vM/E0]

EMP FEM ε (%) EMP FEM ε (%)

A 1.051 1.047 0.4 1.132 1.131 0.1

B 1.065 1.081 1.5 0.379 0.377 0.5

C 1.469 1.481 0.8 0.280 0.279 0.2

D 1.016 1.016 0.0 4.265 4.265 0.0

separation a = 1.1d

stress σvM/σ
ext
vM disp. |u|/[dσext

vM/E0]

EMP FEM ε (%) EMP FEM ε (%)

A 1.085 1.076 0.9 1.159 1.156 0.2

B 1.106 1.134 2.5 0.371 0.368 0.8

C 1.512 1.533 1.4 0.407 0.405 0.4

D 1.020 1.020 0.0 4.275 4.275 0.0

described already with multipoles up to degree nmax = 2 (see Figs. 2.6b and 2.7b).

This degree of multipoles is sufficient because external stresses σext
xx and σext

xy couple

only to the Fourier modes 1, cos 2ϕi, and sin 2ϕi in the expansion for stresses and

displacements in Eq. (2.35). As the inclusions are moved closer together (a = 1.4d and

a = 1.1d), they interact more strongly. As a consequence, the contours of deformed

inclusions become progressively more non-elliptical and higher order of multipoles

42



Figure 2.8: Normalized errors and amplitudes of induced multipoles for the structures
with two inclusions with diameters d and the separation distance a under uniaxial
stress σext

xx (see Fig. 2.6). The normalized errors for displacements εdisp(nmax) (blue
lines) and stresses εstress(nmax) (red lines) are defined in Eq. (2.37). Absolute values
of the amplitudes of induced multipoles {a1,out, a2,out} for nmax = 9. The amplitudes
are normalized as ãn = an/σ

ext
xx , c̃n = cn/σ

ext
xx , Ãn = An/σ

ext
xx , and C̃n = Cn/σ

ext
xx . The

dark and light blue colored bars correspond to the positive (an, cn, An, Cn > 0) and
negative (an, cn, An, Cn < 0) amplitudes for inclusion 1, respectively. Similarly, the
red and orange colored bars correspond to the positive and negative amplitudes for
inclusion 2, respectively. Note that the amplitudes of multipoles bi, di, Bi, and Di

are zero due to the symmetry of the problem.

are needed to accurately describe their shapes (see Figs. 2.6c,d and 2.7c,d). Further-

more, the stress distribution inside the right inclusion becomes nonuniform (see

Figs. 2.6f,g,i,j and 2.7f,g,i,j). Note that von Mises stress distributions look similar far

from inclusions regardless of the separation distance a (see Figs. 2.6 and 2.7), because

they are dictated by the lowest order induced multipoles, i.e. by non-topological

monopoles (p), non-topological dipoles (dp) and quadrupoles (Qs, Qp).

To determine the proper number for the maximum degree nmax of induced multi-

poles we performed a convergence analysis for the spatial distributions of displace-

ments u(nmax)(x, y) and von Mises stresses σ
(nmax)
vM (x, y). Displacements and von Mises
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Figure 2.9: Normalized errors and amplitudes of induced multipoles for the structures
with two inclusions with diameters d and the separation distance a under shear stress
σext
xy (see Fig. 2.7). The normalized errors for displacements εdisp(nmax) (blue lines)

and stresses εstress(nmax) (red lines) are defined in Eq. (2.37). Absolute values of the
amplitudes of induced multipoles {a1,out, a2,out} for nmax = 9. The amplitudes are
normalized as b̃n = bn/σ

ext
xy , d̃n = dn/σ

ext
xy , B̃n = Bn/σ

ext
xy , and D̃n = Dn/σ

ext
xy . The

dark purple and orange blue colored bars correspond to the positive (bn, dn, Bn, Dn >
0) and negative (bn, dn, Bn, Dn < 0) amplitudes for inclusion 1, respectively. Similarly,
the green and yellow colored bars correspond to the positive and negative amplitudes
for inclusion 2, respectively. Note that the amplitudes of multipoles ai, ci, Ai, and Ci
are zero due to the symmetry of the problem.

stresses were evaluated at Np = 1001× 1001 points on a square grid of size 10d× 10d

surrounding the inclusions, i.e. at the points (xi, yj) = (id/100, jd/100), where

i, j ∈ {−500,−499, . . . , 500}. The normalized errors for displacements εdisp(nmax) and

stresses εstress(nmax) were obtained by calculating the relative changes of the spatial

distributions of displacements and von Mises stresses when the maximum degree nmax

of induced multipoles is increased by one. The normalized errors are given by [129]

εdisp(nmax) =

√√√√∑
i,j

(
u(nmax+1)(xi, yj)− u(nmax)(xi, yj)

)2
Np(d σext

vM/E0)2
, (2.37a)
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(a) (b)

Figure 2.10: Deformation of an infinite elastic plate with ten circular inclusions
(orange disks) under general external stress. (a) Schematic image describing the initial
undeformed shape of the structure and applied external loads: σext

xx /E0 = −0.25,
σext
yy /E0 = 0.05, and σext

xy /E0 = 0.10, where E0 is the Young’s modulus of the outer
material. The plane stress condition was used. The radii and material properties
(Young’s moduli Ei and Poisson’s ratios νi) of inclusions are provided in the table
below the schematic image. The radii of inclusions are normalized by the radius of the
largest inclusion. The Young’s moduli are normalized by the Young’s modulus of the
outer material E0. The value of Poisson’s ratio for the outer material was ν0 = 0.3.
(b) Contours of deformed inclusions. The blue dashed lines show the results obtained
with the elastic multipole method (nmax = 6). The green solid lines correspond to
the deformed contours obtained with linear finite element simulations.

εstress(nmax) =

√√√√√∑
i,j

(
σ

(nmax+1)
vM (xi, yj)− σ(nmax)

vM (xi, yj)
)2

Np(σext
vM)2

. (2.37b)

Here, displacements and von Mises stresses are normalized by the characteristic scales

dσext
vM/E0 and σext

vM, respectively, where d is the diameter of inclusions, σext
vM is the value

of the von Mises stress due to external load, and E0 is the Young’s modulus of the

surrounding elastic matrix. The normalized errors are plotted in Figs. 2.8 and 2.9. As

the maximum degree nmax of induced multipoles is increased, the normalized errors

for displacements εdisp(nmax) and stresses εstress(nmax) decrease exponentially. Since
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the induced elastic multipoles form the basis for the biharmonic equation, this is akin

to the spectral method, which is exponentially convergent when the functions and the

boundaries are smooth [129]. The normalized errors for displacements are lower than

the errors for stresses (see Figs. 2.8 and 2.9) because stresses are related to spatial

derivatives of displacements. Note that the normalized errors decrease more slowly

when inclusions are brought close together and their interactions become important

(see Figs. 2.8 and 2.9). This is also reflected in the amplitudes a1,in, a2,in, a1,out,

and a2,out of the induced multipoles, which decrease exponentially with the degree

of multipoles and they decrease more slowly when inclusions are closer (see Figs. 2.8

and 2.9).

Results from the elastic multipole method were compared with linear finite

element simulations, and very good agreement is achieved already for nmax = 9 even

when inclusions are very close together (a = 1.1d, see Figs. 2.6 and 2.7). To make

the comparison with finite elements more quantitative, we compared the values of

displacements and stresses at 4 different points: A – at the edge of the left inclusion,

B – in between the inclusions, C – at the center of the right inclusion, and D – far

away from both inclusions (see Figs. 2.6 and 2.7). For all 4 points, the error increases

when inclusions are brought closer together (see Tables 2.4 and 2.5). Of the 4

different points, we find that the errors are the largest at point B, which is strongly

influenced by induced multipoles from both inclusions. For the smallest separation

distance a = 1.1d between the inclusions, the errors for the von Mises stress at point

B are 2.7% and 2.5% for the uniaxial and shear loads, respectively. These errors

can be further reduced by increasing the number nmax for the maximum degree of

multipoles, e.g. for nmax = 14 the errors for von Mises stress at point B are reduced

to 1.2% and 1.1% for the uniaxial and shear loads, respectively.

To demonstrate the full potential of the elastic multipole method, we also consid-

ered the deformation of an infinite plate with N = 10 inclusions of different sizes and
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material properties subjected to general external stress load under plane stress condi-

tion (see Fig. 2.10). The contours of deformed inclusions obtained with finite element

simulations (green solid lines) and elastic multipole method with nmax = 6 (blue

dashed lines) are in very good agreement. Note that the results for the elastic multi-

pole method were obtained by solving the linear system of only N(8nmax − 2) = 460

equations for the amplitudes of the induced multipoles described in Eq. (2.36), which

is significantly smaller than the number of degrees of freedom required for finite

element simulations.

2.2.3 Comparison with experiments

Finally, we also tested the elastic multipole method against experiments. Exper-

imental samples were prepared by casting Elite Double 32 (Zhermack) elastomers

with the measured Young’s modulus E0 = 0.97 MPa and assumed Poisson’s ratio

ν = 0.49 [28]. Molds were fabricated from 5 mm thick acrylic plates with laser-cut

circular holes, which were then filled with acrylic cylinders in the assembled molds to

create cylindrical holes in the elastomer samples. Approximately 30 min after casting,

the molds were disassembled and the solid samples were placed in a convection oven

at 40 ◦C for 12 hours for further curing. The cylindrical inclusions made from acrylic

(Young’s modulus E = 2.9 GPa, Poisson’s ratio ν = 0.37 [130]) were inserted into

the holes of the elastomer samples and they were glued by a cyanoacrylate adhesive.

We designed two compressive testing systems (see Fig. 2.11) to compare the

contours of deformed holes and inclusions and strain fields with predictions made

by the elastic multipole method. In Fig. 2.11a, we first present an experimental

system for extracting the contours of deformed holes and inclusions in compressed

experimental samples. The system comprises a custom-made loading mechanism and

a flatbed photo scanner. Displacement loading is applied in 0.5 mm increments via

180◦ turns of the M10x1 screw (metric thread with 10 mm diameter and 1 mm pitch)
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(a) (b)

Figure 2.11: Experimental systems for displacement controlled compressive tests.
(a) A mechanism for compression of rubber samples (green slab) sits on top
of a flatbed photo scanner, which is used to extract the contours of deformed
holes/inclusions. The zoomed-in photo on the left shows a 3D-printed plastic wrench
that was used for the precise control of screw turns. (b) Setup for extracting strain
fields via digital image correlation (DIC). The surface of the sample was painted with
speckle patterns. The sample was then compressed with steel plates of the testing
machine and photos of speckle patterns were used to extract the displacement field
on the front surface of the slab. The zoomed-in photo on the right shows the rubber
sample with one hole and one inclusion (indicated with a red dashed circle) mounted
between two parallel plates of the testing machine.

in the mechanism, which is controlled by a 3D-printed plastic wrench (see the inset

of Fig. 2.11a). The loading mechanism was placed on an Epson V550 photo scanner

to scan the surface of deformed samples and silicone oil was applied between the

sample and the glass surface of the scanner to reduce friction between them. Scanned

images were post-processed with Corel PHOTO-PAINT X8 and the Image Processing

Toolbox in MATLAB 2018b. First, the dust particles and air bubbles trapped in a

thin film of silicone oil were digitally removed from the scanned images. Scanned

grayscale images were then converted to black and white binary images from which

the contours were obtained with MATLAB.

Second, we present a system for capturing the displacement and strain fields in

compressed samples via digital image correlation (DIC) technique (see Fig. 2.11b).

Black and white speckle patterns were spray-painted onto the surface of samples with

slow-drying acrylic paint to prevent the speckle pattern from hardening too quickly,
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Figure 2.12: Uniaxial vertical compression of elastic structures with holes. (a-
c) Schematic images describing the initial undeformed shapes of structures with two
holes (white disks) in three different configurations (horizontal, vertical and inclined
at 45◦) and applied external strain εext

yy = −0.05. Deformed contours of holes obtained
with elastic multipole method (nmax = 10, blue dashed lines), experiments (red solid
lines), and finite element simulations (solid green lines). In all cases, the size of
samples was 100 mm× 100 mm× 25 mm, the diameters of each hole/inclusion were
d = 8.11 mm, and their separation distances were a = 9.50 mm.

which could lead to delamination under applied compressive loads. Using a Zwick

Z050 universal material testing machine, we applied a compressive displacement in

0.2 mm increments, where again a silicone oil was applied between the steel plates

and the elastomer samples to prevent sticking and to reduce friction. A Nikon D5600

photo camera was used at each step to take a snapshot of the compressed sample (see

Fig. 2.11b). These photos were then used to calculate the displacements and strain

fields with Ncorr, an open-source 2D DIC MATLAB based software. [131]

We analyzed uniaxially compressed 100 mm× 100 mm× 25 mm elastomer struc-

tures with three different configurations (horizontal, vertical and inclined at 45◦ angle)

of two holes with identical diameters d = 8.11 mm and their separation distance

a = 9.50 mm (see Fig. 2.12a-c). Holes were placed near the centers of elastomer
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Figure 2.13: Uniaxial vertical compression of elastic structures with holes and inclu-
sions. (a-c) Schematic images describing the initial undeformed shapes of struc-
tures with one hole (white disks) and one inclusion (orange disks) in three different
configurations (horizontal, vertical and inclined at 45◦), and applied external strain
εext
yy = −0.05. Deformed contours of holes and inclusions obtained with elastic multi-

pole method (nmax = 10, blue dashed lines), experiments (red solid lines), and
finite element simulations (solid green lines). In all cases, the size of samples was
100 mm× 100 mm× 25 mm, the diameters of each hole/inclusion were d = 8.11 mm,
and their separation distances were a = 9.50 mm.

structures to minimize the effects of boundaries. The structures were relatively thick

(25 mm) to prevent the out-of-plane buckling. The contours of deformed holes in

compressed experimental samples under external strain εext
yy = −0.05 were compared

with those obtained with elastic multipole method and finite element simulations (see

Fig. 2.13a-c). For the elastic multipole method, we used external stress σext
yy = E0ε

ext
yy

(σext
xx ≈ σext

xy ≈ 0 due to reduced friction) and plane stress condition was assumed since

the experimental samples were free to expand in the out-of-plane direction. Linear

finite element simulations were performed for finite-size (100 mm×100 mm) 2D struc-

tures with circular holes under plane stress condition. In finite element simulations,

samples were compressed by prescribing a uniform displacement in the y-direction on
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Figure 2.14: Equivalent von Mises strain fields εvM (see Eq. (2.38)) for uniaxially
vertically compressed elastic structures with two holes (white disks) in three different
configurations (horizontal, vertical, inclined at 45◦) introduced in Fig. 2.12. Equiv-
alent von Mises strain fields εvM were obtained with (a-c) elastic multipole method
(nmax = 10), (d-f) finite element simulations, and (g-i) DIC analysis of experiments.
Note that the strain data was corrupted near the edges for some samples due to oil
stains on the speckle patterns near the boundary. For this reason, we omitted the
affected border regions (grey frames) in heat maps (g-i). Four marked points A-D
were chosen for the quantitative comparison of strains εvM. See Table 2.6 for details.

the upper and lower surfaces, while allowing nodes on these surfaces to move freely

in the x-direction. The midpoint of the bottom edge was constrained to prevent rigid

body translations in the x-direction.

The contours of deformed holes obtained in experiments agree very well with

those obtained with elastic multipole method (nmax = 10) and linear finite element
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Figure 2.15: Equivalent von Mises strain fields εvM (see Eq. (2.38)) for uniaxially
vertically compressed elastic structures with one hole (white disks) and one inclusion
(blue disks) in three different configurations (horizontal, vertical, inclined at 45◦)
introduced in Fig. 2.13. Equivalent von Mises strain fields εvM were obtained with (a-
c) elastic multipole method (nmax = 10), (d-f) linear finite element simulations, and
(g-i) DIC analysis of experiments. Note that the strain data was corrupted near the
edges for some samples due to oil stains on the speckle patterns near the boundary.
For this reason, we omitted the affected border regions (grey frames) in heat maps
(g-i). Four marked points A-D were chosen for the quantitative comparison of strains
εvM. See Table 2.7 for details.

simulations for all three configurations of holes (see Fig. 2.12a-c). We also compared

the equivalent von Mises strain fields defined as εvM = σvM/E [1] with

εvM =

√
ε2
xx − εxxεyy + ε2

yy + 3ε2
xy + ν

(1−ν)2 (εxx + εyy)2

1 + ν
(2.38)
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Table 2.6: Quantitative comparison for the values of equivalent von Mises strains εvM

normalized with the value for the applied external load εext
vM at points A-D (defined

in Fig. 2.14) in compressed samples with two holes in three different configurations
(horizontal, vertical, inclined) obtained with elastic multipole method (EMP), finite
element method simulations (FEM) and DIC analysis of experiments (EXP). The

relative percent errors between EMP and FEM were calculated as 100 × (ε
(EMP)
vM −

ε
(FEM)
vM )/ε

(FEM)
vM . The relative percent errors between EMP and EXP were calculated

as 100× (ε
(EMP)
vM − ε(EXP)

vM )/ε
(EXP)
vM .

points
horizontal

strain εvM/ε
ext
vM error of EMP (%)

EMP FEM EXP FEM EXP
A 1.17 1.14 1.17 2.6 0.2
B 1.07 1.04 1.11 2.7 3.8
C 1.05 1.03 0.92 2.5 14.1
D 1.03 1.00 0.98 2.8 4.5

points
vertical

strain εvM/ε
ext
vM error of EMP (%)

EMP FEM EXP FEM EXP
A 1.14 1.12 1.12 2.0 2.3
B 0.71 0.69 0.73 2.0 3.3
C 1.23 1.21 1.12 1.7 10.2
D 1.02 1.00 1.00 1.6 2.0

points
inclined

strain εvM/ε
ext
vM error of EMP (%)

EMP FEM EXP FEM EXP
A 1.19 1.16 1.18 2.6 0.7
B 0.63 0.61 0.63 3.9 0.3
C 1.21 1.18 1.15 2.7 4.9
D 1.03 1.00 0.99 2.8 4.2

that were obtained with elastic multipole method (nmax = 10), finite element simu-

lations, and DIC analyses of experiments (see Fig. 2.14). For all three configura-

tions of holes, the strain fields agree very well between the elastic multipole method

(Fig. 2.14a-c) and finite element simulations (Fig. 2.14d-f). The strain fields for

experimental samples are qualitatively similar, but they differ quantitatively near

the holes as can be seen from heat maps in Fig. 2.14g-i. The quantitative compar-

ison of strains at four different points A-D (marked in Fig. 2.14) showed a relative

error of 2–4% between elastic multipole method and finite elements, and a relative
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Table 2.7: Quantitative comparison for the values of equivalent von Mises strains εvM

normalized with the value for the applied external load εext
vM at points A-D (defined

in Fig. 2.15) in compressed samples with one hole and one inclusion in three different
configurations (horizontal, vertical, inclined) obtained with elastic multipole method
(EMP), finite element method simulations (FEM) and DIC analysis of experiments
(EXP). The relative percent errors between EMP and FEM were calculated as 100×
(ε

(EMP)
vM − ε(FEM)

vM )/ε
(FEM)
vM . The relative percent errors between EMP and EXP were

calculated as 100× (ε
(EMP)
vM − ε(EXP)

vM )/ε
(EXP)
vM .

points
horizontal

strain εvM/ε
ext
vM error of EMP (%)

EMP FEM EXP FEM EXP
A 1.21 1.20 1.23 0.7 1.1
B 0.70 0.70 0.62 0.6 11.9
C 1.14 1.13 1.09 0.7 4.0
D 1.01 1.00 0.97 0.2 3.7

points
vertical

strain εvM/ε
ext
vM error of EMP (%)

EMP FEM EXP FEM EXP
A 1.11 1.07 1.06 3.9 4.5
B 1.14 1.14 1.27 0.5 10.1
C 0.57 0.56 0.61 1.4 6.3
D 1.00 0.99 0.97 1.0 3.3

points
inclined

strain εvM/ε
ext
vM error of EMP (%)

EMP FEM EXP FEM EXP
A 0.61 0.59 0.57 4.8 7.0
B 1.18 1.15 1.18 2.4 0.5
C 1.16 1.15 1.17 0.7 1.2
D 1.00 0.99 0.96 0.8 4.0

error of 0–14% between elastic multipole method and experiments (see Table 2.6).

The discrepancy between elastic multipole method and finite element simulations is

attributed to the finite size effects. For elastic multipole method, we assumed an

infinite domain, while finite domains were modeled in finite element simulations to

mimic experiments. Since the domains are relatively small, interactions of induced

elastic multipoles with boundaries become important, which is discussed in detail

in the next chapter 3. The discrepancy between experiments and elastic multipole

method is also attributed to the confounding effects of nonlinear deformation due
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to moderately large compression (εext
yy = −0.05), 3D deformation due to relatively

thick samples, fabrication imperfections, nonzero friction between the sample and the

mounting grips of the testing machine, the alignment of camera with the sample (2D

DIC system was used), and the errors resulting from the choice of DIC parameters

(see e.g. [132, 133]).

Experiments were repeated with relatively rigid inclusions (Einc/E0 = 3000),

where the samples described above were reused. Acrylic (PMMA) rods were inserted

into one of the holes and glued with a cyanoacrylate adhesive for each of the samples.

The contours of deformed holes obtained in experiments matched very well with those

obtained with elastic multipole method (nmax = 10) and finite element simulations for

all three configurations of holes and inclusions (see Fig. 2.13a-c). A relatively good

agreement was also obtained for strain fields (see Fig. 2.15), where the strains inside

rigid inclusions are very small (black). The quantitative comparison of strains at four

different points A-D (marked in Fig. 2.15) showed a relative error of 0-5% between

elastic multipole method and finite elements, and a relative error of 0-12% between

elastic multipole method and experiments (see Table 2.7).

2.3 Conclusion

In this chapter, we demonstrated how induction and multipole expansion, which

are common concepts in electrostatics, can be effectively used also for analyzing the

linear deformation of infinite 2D elastic structures with circular holes and inclusions

for both plane stress and plane strain conditions. Unlike in electrostatics, there are

two different types of multipoles Qs
n and Qp

n in elasticity, which are derived from

topological monopoles s (disclinations) and non-topological monopoles p. This is due

to the biharmonic nature of the Airy stress function. The external load can induce all
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of these multipoles except for the topological defects called disclinations (topological

monopole s) and dislocations (topological dipole ds).

The multipole expansion is a so-called far-field method and is thus extremely effi-

cient when holes and inclusions are far apart. In this case, very accurate results can be

obtained by considering only induced quadrupoles, because the effect of higher-order

multipoles decays more rapidly at large distances. When holes and inclusions are

closer together, their interactions via induced higher-order multipoles become impor-

tant as well. The accuracy of the results increases exponentially with the maximum

degree of elastic multipoles, which is also the case in electrostatics, and this is char-

acteristic for spectral methods [129].

Note that the Stokes flows in 2D can also be described in terms of the bihar-

monic equations of the stream function [134]. Hence, it may seem that the multi-

pole method described above could be adapted for Stokes flows around rigid and

deformable obstacles. However, this is not possible due to the Stokes’ paradox, which

is the phenomenon that there can be no creeping flow of a fluid around a disk in

2D [134].

The elastic multipole method presented here was limited to deformations of infi-

nite structures with holes and inclusions of circular shapes. It can be generalized

to deformations of finite size structures by employing the concept of image charges

from electrostatics, which is discussed in detail in the next chapter 3. This method

can also be adapted to describe deformations of structures with non-circular holes

and inclusions. One still needs to use the boundary conditions that tractions and

displacements are continuous across the boundary of the inclusion [see Eq. (2.30)] to

obtain a set of linear equations for the amplitudes of multipoles. One option is to

expand tractions and displacements in terms of the Fourier modes up to order nmax

both outside and inside inclusions and match their coefficients. An alternative option
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is to satisfy the continuity of tractions and displacements at 2nmax different points on

the boundary of each inclusion.
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Chapter 3

Method of image charges for

describing deformation of bounded

2D solids with circular inclusions

In the last chapter 2, we presented a method to describe linear deformations of circular

holes and inclusions embedded in an infinite 2D elastic matrix under small external

loads, by systematically expanding induced polarization of each hole/inclusion in

terms of elastic multipoles, which are related to terms in the Michell solution for

biharmonic functions [39]. Here, we generalize this method to describe linear defor-

mation of finite and semi-infinite 2D structures with circular holes and inclusions by

taking into account also the interaction with induced images near boundaries. The

results of this method are compared with linear finite element simulations and exper-

iments. We show that the error decreases exponentially as the maximum degree of

elastic multipoles is increased.
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3.1 Image charges in electrostatics and elasticity

The method of image charges is commonly used in electrostatics to satisfy various

boundary conditions [121]. Similarly, image charges can be introduced in 2D elasticity

to satisfy boundary conditions. Below we first discuss image charges in electrostatics

for charges near a straight conductive edge and then demonstrate how image charges

can be constructed in elasticity for charges near a straight traction-free edge. In

Sections 3.2.3 and 3.2.4 we also show how to construct image charges near a straight

rigid edge (Sec. 3.2.3) and near a curved edge (Sec. 3.2.4) with three different types

of boundary conditions.

Let us consider a 2D semi-infinite dielectric medium with permittivity εe filling

half-space y < yb and with a monopole with charge q at position x0 = (x0, y0) =

(x0, yb − h), which is at the distance h from an infinite perfectly conducting straight

edge at y = yb, as shown in Fig. 3.1a. The electric potential U(x) for this case

can be found by solving the governing equation ∆U = − q
εe
δ(x − x0) subject to

the boundary condition imposed by the conducting edge, i.e. Ex(x, yb) = 0, where

the electric field E(x) = (Ex(x), Ey(x)) is related to the electric potential U(x) as

(b)(a)

Figure 3.1: Image charges in electrostatics and elasticity. (a) A point electric charge q
(green) near an infinite conducting plate (dashed blue line) induces an opposite image
charge I(q) = −q (red) to satisfy the boundary condition that the electric field lines
(black lines) are orthogonal to the conductive plate. (b) A point disclination with
charge s (green) embedded in a semi-infinite elastic material near a traction-free edge
(dashed blue line) induces an image charge I(s) (red) to satisfy boundary conditions
at the traction-free edge (σxy = σyy = 0). Heat maps show the resultant stress fields
σyy and σxy.
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E = −∇U . [121] The solution for the governing equation in an infinite 2D dielectric

medium is Um(x− x0|q) = − q
2πεe

ln |x− x0|, but the corresponding electric field does

not satisfy boundary conditions at the conducting edge. The boundary conditions

can be satisfied by placing an image monopole charge −q on the opposite side of

the conducting edge at position x∗0 = (x∗0, y
∗
0) = (x0, yb + h) (see Fig. 3.1a) with the

corresponding electric potential I[Um(x−x0|q)] = + q
2πεe

ln |x−x∗0|. The total electric

potential is thus U tot(x) = Um(x − x0|q) + I[Um(x − x0|q)] = − q
2πεe

ln |x − x0| +
q

2πεe
ln |x − x∗0|. [121] It is straightforward to check that the corresponding electric

field Etot = −∇U tot satisfies the boundary condition at the conducting edge (see

Fig. 3.1a). Note that the image of the image charge is the original charge itself, i.e.

I
[
I[Um(x− x0|q)]

]
= Um(x− x0|q). [121]

Let us consider a related problem in 2D elasticity for a semi-infinite elastic medium

with the Young’s modulus E filling half-space y < yb with a topological monopole

(disclination) with charge s at position x0 = (x0, y0) = (x0, yb − h), which is at

the distance h from the traction-free edge (ti ≡ 0) at y = yb (see Fig. 3.1b). Note

that tractions ti are defined as the force per unit length on the boundary, which are

related to the stress tensor σij as ti = σijnj, where nj is the unit normal vector to the

boundary. The Airy stress function χ(x) for this case can be found by solving the

governing equation ∆∆χ = Esδ(x− x0) subject to the boundary condition imposed

by the traction-free edge, i.e. σxy(x, yb) = σyy(x, yb) = 0, where stress fields σij(x)

are related to the Airy stress function χ(x) as σxx = ∂2χ
∂y2 , σyy = ∂2χ

∂x2 , and σxy =

− ∂2χ
∂x∂y

. The solution for the governing equation in an infinite 2D elastic medium

is χsm(x − x0|s) = Es
8π
|x − x0|2

(
ln |x − x0| − 1/2

)
, [122, 125] but the corresponding

stress fields do not satisfy boundary conditions at the traction-free edge. Inspired by

electrostatics we try placing an image disclination with charge −s on the opposite side

of the traction-free edge at position x∗0 = (x∗0, y
∗
0) = (x0, yb + h). The trial Airy stress

function is thus χtr(x) = χsm(x− x0|s) + χsm(x− x∗0| − s) = Es
8π
|x− x0|2

(
ln |x− x0| −

60



1/2
)
− Es

8π
|x− x∗0|2

(
ln |x− x∗0| − 1/2

)
. This trial Airy stress function χtr(x) satisfies

one of the boundary conditions, σtr
yy(x, yb) = 0, at the traction-free edge, but the

other boundary condition is violated because σtr
xy(x, yb) = − Es(x−x0)h

2π((x−x0)2+h2)
6= 0. Thus

in elasticity additional image multipoles have to be included to satisfy both boundary

conditions. This difference between electrostatics and elasticity stems from the fact

that the electric potential U(x) is a harmonic function [121], while the Airy stress

function χ(x) is a biharmonic function [1]. The additional image multipoles can be

found by calculating the Airy stress function χa(x) that corresponds to distributed

tractions fx(x) = −σtr
xy(x, yb) = Es(x−x0)h

2π((x−x0)2+h2)
and fy(x) = −σtr

yy(x, yb) = 0 along the

edge (x, yb). This can be done with the help of the solution of the Boussinesq problem

in 2D, where the response to a concentrated force F = (1, 0) in the x-direction at

point (x′, yb) on the edge is described with the Airy stress function χB(x|x′, yb) =

−(1/π)(y − yb) arctan[(y − yb)/(x − x′)], where x = (x, y). [135] The Airy stress

function of the additional elastic image multipoles can then be obtained as χa(x) =∫∞
−∞ dx

′fx(x
′)χB(x|x′, yb) = −(Esh/2π)(y − y∗0 + h) ln |x− x∗0|. Thus the Airy stress

functions χsm(x−x0|s) for the monopole disclination and for its image I[χsm(x−x0|s)]

can be expressed as

χsm(x− x0|s) = +
Es

8π
r2
(

ln r − 1/2
)
, (3.1a)

I[χsm(x− x0|s)] = −Es
8π
r∗2
(

ln r∗ − 1/2
)

− Esh

2π
r∗ sinϕ∗ ln r∗ − Esh2

2π
ln r∗,

(3.1b)

where we introduced polar coordinates (r, ϕ) and (r∗, ϕ∗) centered at the disclination

(r =
√

(x− x0)2 + (y − y0)2, ϕ = arctan[(y − y0)/(x − x0)]) and the position of its

image (r∗ =
√

(x− x∗0)2 + (y − y∗0)2, ϕ∗ = arctan[(y − y∗0)/(x− x∗0)]), respectively. It

is straightforward to check that the stress fields resulting from the Airy stress function

χtot = χsm+I[χsm] satisfy the boundary conditions along the edge (see Fig. 3.1b). Just
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like in electrostatics, the image of the image disclination is the original disclination

itself, i.e. I
[
I[χsm(x− x0|s)]

]
= χsm(x− x0|s).

The Airy stress function for the disclination χsm can be used to systematically

construct the Airy stress functions for all other elastic multipoles, as discussed in

detail in the previous chapter 2. Here, we repeat this procedure to construct the

images for all other elastic multipoles. First, we show how to construct an image for

a topological dipole (dislocation), which is formed at x0 = (x0, y0) = (x0, yb−h), when

two opposite disclinations with charges ±s are located at x± = x0 ± a(cos θ, sin θ),

where the angle θ describes the orientation of dislocation. Thus the Airy stress

functions χsd(x − x0) for the dislocation and I[χsd(x − x0)] for its image at position

x∗0 = (x∗0, y
∗
0) = (x0, yb + h) can be expressed as [?, 136]

χsd(x− x0|sa, θ) = χsm(x− x+|s) + χsm(x− x−| − s),

χsd(x− x0|sa, θ)
a→0−−→ Esa

2π
r ln r cos(ϕ− θ), (3.2a)

I[χsd(x− x0|sa, θ)] = I[χsm(x− x+|s)]

+ I[χsm(x− x−| − s)],

I[χsd(x− x0|sa, θ)]
a→0−−→ +

Esa

2π
r∗ ln r∗ cos(ϕ∗ − θ)

+
Esah

2π
sin(2ϕ∗ + θ)

+
Esah

π
sin θ

(
ln r∗ − 1

2

)
+
Esah2

π

cos(ϕ∗ + θ)

r∗
, (3.2b)

where we again used polar coordinates (r, ϕ) centered at the dislocation and (r∗, ϕ∗)

centered at its image.

The Airy stress functions for a quadrupole and higher-order multipoles and their

images can be constructed similarly. The multipole Qs
n of order n is constructed by

placing n positive and n negative disclinations symmetrically around x0 = (x0, y0) =
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(x0, yb − h), such that disclinations of charges si = s(−1)i are placed at positions

xi = x0 + a
(

cos(θ + iπ/n), sin(θ + iπ/n)
)
, where i ∈ {0, 1, . . . , 2n − 1} and the

angle θ describes the orientation of elastic multipole. The Airy stress functions for

such multipoles χsn and their images I[χsn] at positions x∗0 = (x∗0, y
∗
0) = (x0, yb + h)

are expressed in polar coordinates as

χsn(x− x0|san, θ) =
2n−1∑
i=0

χsm(x− xi|si),

χsn(x− x0|san, θ)
a→0−−→ +

Esan

4(n− 1)π

cos
(
n(ϕ− θ)

)
rn−2

, (3.3a)

I[χsn(x− x0|san, θ)] =
2n−1∑
i=0

I[χsm(x− xi|si)],

I[χsn(x− x0|san, θ)]
a→0−−→ +

Esan

4π

cos
(
nϕ∗ + nθ

)
r∗n−2

− Esan

4(n− 1)π

n cos
(
(n− 2)ϕ∗ + nθ

)
r∗n−2

+
Esanh

2π

sin
(
(n+ 1)ϕ∗ + nθ

)
r∗n−1

− Esanh

2(n− 1)π

(2n− 1) sin
(
(n− 1)ϕ∗ + nθ

)
r∗n−1

+
Esanh2

π

cos
(
nϕ∗ + nθ

)
r∗n

. (3.3b)

In 2D elasticity, there is another type of monopole besides disclinations. This is a

non-topological monopole with charge p that describes local contraction of material

at point x0 = (x0, y0) = (x0, yb − h) and the corresponding Airy stress function χpm

can be obtained as the solution of equation ∆∆χpm = Ep∆0δ(x − x0), where ∆0

corresponds to the Laplace operator with respect to x0. [125, 49] The Airy stress

functions χpm for this non-topological monopole and I[χpm] for its image at position

x∗0 = (x∗0, y
∗
0) = (x0, yb +h) can thus be obtained from the Airy stress function χsm for
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disclination as

χpm(x− x0|p) = ∆0χ
s
m(x− x0|p),

χpm(x− x0|p) = +
Ep

4π
(1 + 2 ln r) , (3.4a)

I[χpm(x− x0|p)] = ∆0I[χsm(x− x0|p)],

I[χpm(x− x0|p)] = +
Ep

4π
[1− 2 ln r∗ − 2 cos(2ϕ∗)]

+
Eph

π

sinϕ∗

r∗
. (3.4b)

The Airy stress functions for a dipole, a quadrupole, and higher-order multipoles

that arise from non-topological monopoles p and their images can be constructed

similarly as for higher-order multipoles arising from disclinations. The multi-

pole Qp
n of order n is constructed by placing n positive and n negative non-

topological monopoles symmetrically around x0 = (x0, y0) = (x0, yb − h), such

that non-topological monopoles of charges pi = p(−1)i are placed at positions

xi = x0 +a
(

cos(θ+ iπ/n), sin(θ+ iπ/n)
)
, where i ∈ {0, 1, . . . , 2n−1} and the angle

θ describes the orientation of multipole. Airy stress functions χpn for such multipoles

and I[χpn] for their images at positions x∗0 = (x∗0, y
∗
0) = (x0, yb + h) are expressed in

polar coordinates as

χpn(x− x0|pan, θ) =
2n−1∑
i=0

χpn(x− xi|pi),

χpn(x− x0|pan, θ)
a→0−−→ −Epa

n

π

cos
(
n(ϕ− θ)

)
rn

, (3.5a)

I[χpn(x− x0|pan, θ)] =
2n−1∑
i=0

I[χpm(x− xi|pi)],

I[χpn(x− x0|pan, θ)]
a→0−−→

+
Epan

π

(n+ 1) cos
(
nϕ∗ + θ

)
r∗n

− Epan

π

n cos
(
(n+ 2)ϕ∗ + nθ

)
r∗n
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+
Epanh

π

2n sin
(
(n+ 1)ϕ∗ + nθ

)
r∗n+1

. (3.5b)

Note that the elastic multipoles described above are related to the terms in the

Michell solution [39] for the biharmonic equation, which is discussed in detail in

the previous chapter 2. The operator I for constructing the Airy stress functions of

images can be written in a compact form as was previously shown by Adeerogba [137]

I
[
χ0(x, y)

]
=− χ0(x, 2yb − y) + 2(y − yb)

∂χ0(x, 2yb − y)

∂y

− (y − yb)2∆χ0(x, 2yb − y).

(3.6)

Note that the above operator works for all elastic multipoles except for the disclination

(topological monopole), for which it produces additional uniform stress that has to be

subtracted. Adeerogba derived this expression for eigenstresses in the elastic matrix,

which correspond to all non-topological multipoles.

3.2 Elastic multipole method with image charges

Using the concept of image charges described in Section 3.1 and procedures that

were presented in the previous chapter 2, we describe a method for calculating the

linear deformation of circular inclusions and holes embedded either in a semi-infinite

(y < yb) elastic matrix, in an infinite elastic strip (ya < y < yb), or in an elastic disk

with radius R. External load induces elastic multipoles at the centers of inclusions and

holes, which further induce image multipoles in order to satisfy boundary condition

at the edges. The amplitudes of induced multipoles are obtained from boundary

conditions (continuity of tractions and displacements) between different materials in

the elastic matrix.
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In the following subsections, we describe the method for the general case where

circular inclusions can have different sizes and material properties (holes correspond to

zero shear modulus). Note that our method applies to the deformation of cylindrical

holes and inclusions embedded in a thin plate (plane stress) as well as of cylindrical

inclusions and holes embedded in an infinitely thick elastic matrix (plane strain)

by appropriately setting the values of Kolosov’s constants [1]. In Section 3.2.1, we

describe the method for a semi-infinite elastic matrix (y < yb) subject to uniform

tractions along the boundary. In Section 3.2.2, we adapt this method for the case of

an infinite elastic strip (ya < y < yb) subject to uniform tractions along the boundary.

In Section 3.2.3, we use our method to describe the deformation of a semi-infinite

elastic matrix (y < yb) subject to displacement control boundary conditions. Finally,

in Section 3.2.4, we describe the deformation of a circular disk subject to either

hydrostatic stress, no-slip (displacement control), and slip boundary conditions. In

all of these sections, we compare the results of our method with linear finite element

simulations and experiments.

3.2.1 Inclusions in a semi-infinite elastic matrix with uniform

tractions along the outer boundary of the elastic matrix

Method

Let us consider a 2D semi-infinite elastic matrix with the Young’s modulus E0 and

Poisson’s ratio ν0 filling the half-space y < yb subject to external stresses (σext
xx , σext

yy ,

σext
xy ). Embedded in the elastic matrix are N circular inclusions with radii Ri centered

at positions xi = (xi, yi) = (xi, yb − hi) with Young’s moduli Ei and Poisson’s ratios

νi, where i ∈ {1, . . . , N} and hi is the distance from the center of the ith inclusion

to the traction controlled edge at y = yb (see Fig. 3.2). Holes are described with the

zero Young’s modulus (Ei = 0).
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Figure 3.2: Illustration of external loading (σext
xx , σext

yy , σext
xy ) for the semi-infinite struc-

ture (y < yb) with circular inclusions (colored disks) with uniform tractions along the
edge (dashed blue line). Images of inclusions are represented with dashed circles. The
schematic describes polar coordinates (ri, ϕi) and (rj, ϕj) relative to the centers xi of
the ith inclusion with radius Ri and xj of the jth inclusion with radius Rj, respectively.
Similarly, we define polar coordinates (r∗i , ϕ

∗
i ) and (r∗j , ϕ

∗
j) relative to the centers x∗i

of the image of the ith inclusion and x∗j of the image of the jth inclusion, respectively.
Here, aij (a∗ij) is the separation distance between the centers of the ith inclusion and
the jth inclusion (the image of the jth inclusion) and θij (θ∗ij) is the angle between the
line joining their centers and the x-axis.

External stress, represented with the Airy stress function

χext(x, y) =
1

2
σext
xx y

2 +
1

2
σext
yy x

2 − σext
xy xy, (3.7)
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induces non-topological monopoles, non-topological dipoles, quadrupoles and higher-

order multipoles at the centers of inclusions, while topological defects (disclination,

dislocation) cannot be induced, as was discussed in the previous chapter 2. Thus

the Airy stress function χout

(
ri, ϕi|ai,out

)
outside the ith inclusion due to the induced

multipoles can be expanded as

χout

(
ri, ϕi|ai,out

)
=Ai,0R

2
i ln

(
ri
Ri

)
+
∞∑
n=1

R2
i

(
ri
Ri

)−n [
Ai,n cos(nϕi) +Bi,n sin(nϕi)

]
+
∞∑
n=2

R2
i

(
ri
Ri

)−n+2 [
Ci,n cos(nϕi) +Di,n sin(nϕi)

]
,

(3.8)

where the origin of polar coordinates (ri =
√

(x− xi)2 + (y − yi)2, ϕi = arctan[(y −

yi)/(x − xi)]) is at the center xi = (xi, yi) = (xi, yb − hi) of the ith inclu-

sion with radius Ri and the set of amplitudes of induced multipoles is ai,out =

{Ai,0, Ai,1, . . . , Bi,1, Bi,2, . . . , Ci,2, Ci,3, . . . , Di,2, Di,3, . . . }. The induced elastic multi-

poles at the center of the ith inclusion then further induce image multipoles at

position x∗i = (x∗i , y
∗
i ) = (xi, yb + hi) to satisfy boundary conditions at the edge

(σyy(x, yb) = σext
yy , σxy(x, yb) = σext

xy ). The Airy stress functions of image multipoles

due to the ith inclusion can be expanded as

I[χout

(
ri, ϕi|ai,out

)
] =χ∗out

(
r∗i , ϕ

∗
i |a∗i,out

)
,

χ∗out

(
r∗i , ϕ

∗
i |a∗i,out

)
=A∗i,0R

2
i ln

(
r∗i
Ri

)
+B∗i,0R

2
iϕ
∗
i

+
∞∑
n=1

R2
i

(
r∗i
Ri

)−n [
A∗i,n cos(nϕ∗i ) +B∗i,n sin(nϕ∗i )

]
+
∞∑
n=2

R2
i

(
r∗i
Ri

)−n+2 [
C∗i,n cos(nϕ∗i ) +D∗i,n sin(nϕ∗i )

]
,

(3.9)
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where the origin of polar coordinates (r∗i =
√

(x− x∗i )2 + (y − y∗i )2, ϕ∗i = arctan[(y−

y∗i )/(x − x∗i )]) is at the center x∗i of the image of the ith inclusion. Note that in

the above expansion in Eq. (3.9) we included the term proportional to B∗i,0ϕ
∗
i , which

is absent in the expansion for the Airy stress function χout

(
ri, ϕi|ai,out

)
of the ith

inclusion in Eq. (3.8). This term is not allowed for inclusions located inside the

elastic matrix because the Airy stress function χout

(
ri, ϕi|ai,out

)
must be continuous

as the angle ϕi spans the range of values from 0 to 2π. On the other hand, the

images of inclusions are located outside the elastic matrix (see Fig. 3.2) and thus

the angle ϕ∗i cannot attain values in the whole range from 0 to 2π. The amplitudes

a∗i,out = {A∗i,0, A∗i,1, . . . , B∗i,0, B∗i,1, . . . , C∗i,2, C∗i,3, . . . , D∗i,2, D∗i,3, . . . } of image multipoles

are related to the amplitudes ai,out of induced multipoles for the ith inclusion as

A∗i,n =



−Ai,0, n = 0,

−(n+ 1)Ai,n − (n+ 2)Ci,n+2

−2(n− 1) hi
Ri
Bi,n−1

−2(2n+ 1) hi
Ri
Di,n+1

+4(n− 1)
h2
i

R2
i
Ci,n,

n ≥ 1,

(3.10a)

B∗i,n =



0, n = 0,

+2Bi,1 + 3Di,3

+2 hi
Ri
Ai,0 − 6 hi

Ri
Ci,2,

n = 1,

+(n+ 1)Bi,n + (n+ 2)Di,n+2

−2(n− 1) hi
Ri
Ai,n−1

−2(2n+ 1) hi
Ri
Ci,n+1

−4(n− 1)
h2
i

R2
i
Di,n,

n ≥ 2,

(3.10b)
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C∗i,n =



+Ci,2 − Ai,0, n = 2,

+(n− 1)Ci,n + (n− 2)Ai,n−2

+2(n− 2) hi
Ri
Di,n−1,

n ≥ 3,

(3.10c)

D∗i,n =


−(n− 1)Di,n − (n− 2)Bi,n−2

+2(n− 2) hi
Ri
Ci,n−1,

n ≥ 2, (3.10d)

where we used results for the image multipoles derived in Section 3.1. The total Airy

stress function outside all inclusions can then be written as

χtot
out

(
x, y|aout

)
= χext(x, y)

+
N∑
i=1

χout

(
ri(x, y), ϕi(x, y)|ai,out

)
+

N∑
i=1

I
[
χout

(
ri(x, y), ϕi(x, y)|ai,out

)]
,

(3.11)

where the first term is due to external stress and the two summations describe

contributions due to induced multipoles at the centers of inclusions and due to their

images. The set of amplitudes of induced multipoles for all inclusions is defined as

aout = {a1,out, . . . , aN,out}.

Similarly, we expand the induced Airy stress function inside the ith inclusion as [49]

χin

(
ri, ϕi|ai,in

)
=ci,0r

2
i

+
∞∑
n=2

R2
i

(
ri
Ri

)n [
ai,n cos(nϕi) + bi,n sin(nϕi)

]
+
∞∑
n=1

R2
i

(
ri
Ri

)n+2 [
ci,n cos(nϕi) + di,n sin(nϕi)

]
,

(3.12)
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where we kept only terms that generate finite stresses at the center of inclusion

and we omitted constant and linear terms {1, ri cosϕi, ri sinϕi} that correspond to

zero stresses. The set of amplitudes of induced multipoles is represented as ai,in =

{ai,2, ai,3, . . . , bi,2, bi,3, . . . , ci,0, ci,1, . . . , di,1, di,2, . . . }. The total Airy stress function

inside the ith inclusion is thus

χtot
in

(
x, y|ai,in

)
=χext(x, y)

+ χin

(
ri(x, y), ϕi(x, y)|ai,in

)
,

(3.13)

where the first term is due to external stress and the second term is due to induced

multipoles.

The amplitudes of induced multipoles ai,out and ai,in are obtained by satisfying

boundary conditions that tractions and displacements are continuous across the

circumference of each inclusion [49]

σtot
in,rr

(
ri = Ri, ϕi|ai,in

)
= σtot

out,rr

(
ri = Ri, ϕi|aout

)
, (3.14a)

σtot
in,rϕ

(
ri = Ri, ϕi|ai,in

)
= σtot

out,rϕ

(
ri = Ri, ϕi|aout

)
, (3.14b)

utot
in,r

(
ri = Ri, ϕi|ai,in

)
= utot

out,r

(
ri = Ri, ϕi|aout

)
, (3.14c)

utot
in,ϕ

(
ri = Ri, ϕi|ai,in

)
= utot

out,ϕ

(
ri = Ri, ϕi|aout

)
, (3.14d)

where stresses and displacements are obtained from the total Airy stress functions

χtot
in

(
x, y|ai,in

)
inside the ith inclusion (see Eq. (3.13)) and χtot

out

(
x, y|aout

)
outside all

inclusions (see Eq. (3.11)). In the boundary conditions for the ith inclusion in the

above Eq. (3.14), we can easily take into account contributions due to the induced

multipoles ai,in and ai,out in this inclusion and due to external stresses σext
xx , σext

yy , and

σext
xy after rewriting the corresponding Airy stress function χext(x, y) in Eq. (3.7) in
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Table 3.1: Stresses σij and displacements ui corresponding to different terms for the
Airy stress function χ in the Michell solution [1]. The value of Kolosov’s constant for
plane stress is κ = (3− ν)/(1 + ν) and for plane strain is κ = 3− 4ν. Here, µ is the
shear modulus and ν is the Poisson’s ratio.

χ σrr σrϕ σϕϕ 2µ

(
ur
uϕ

)
r2 2 0 2 r

(
κ− 1

0

)
ln r r−2 0 -r−2 r−1

(
−1

0

)
rn+2 cos(nϕ) −(n+ 1)(n− 2)rn cos(nϕ) n(n+ 1)rn sin(nϕ) (n+ 1)(n+ 2)rn cos(nϕ) rn+1

(
(κ− n− 1) cos(nϕ)

(κ+ n+ 1) sin(nϕ)

)
rn+2 sin(nϕ) −(n+ 1)(n− 2)rn sin(nϕ) −n(n+ 1)rn cos(nϕ) (n+ 1)(n+ 2)rn sin(nϕ) rn+1

(
(κ− n− 1) sin(nϕ)

−(κ+ n+ 1) cos(nϕ)

)
r−n+2 cos(nϕ) −(n+ 2)(n− 1)r−n cos(nϕ) −n(n− 1)r−n sin(nϕ) (n− 1)(n− 2)r−n cos(nϕ) r−n+1

(
(κ+ n− 1) cos(nϕ)

−(κ− n+ 1) sin(nϕ)

)
r−n+2 sin(nϕ) −(n+ 2)(n− 1)r−n sin(nϕ) n(n− 1)r−n cos(nϕ) (n− 1)(n− 2)r−n sin(nϕ) r−n+1

(
(κ+ n− 1) sin(nϕ)

(κ− n+ 1) cos(nϕ)

)
rn cos(nϕ) −n(n− 1)rn−2 cos(nϕ) n(n− 1)rn−2 sin(nϕ) n(n− 1)rn−2 cos(nϕ) rn−1

(
−n cos(nϕ)

n sin(nϕ)

)
rn sin(nϕ) −n(n− 1)rn−2 sin(nϕ) −n(n− 1)rn−2 cos(nϕ) n(n− 1)rn−2 sin(nϕ) rn−1

(
−n sin(nϕ)

−n cos(nϕ)

)
r−n cos(nϕ) −n(n+ 1)r−n−2 cos(nϕ) −n(n+ 1)r−n−2 sin(nϕ) n(n+ 1)r−n−2 cos(nϕ) r−n−1

(
n cos(nϕ)

n sin(nϕ)

)
r−n sin(nϕ) −n(n+ 1)r−n−2 sin(nϕ) n(n+ 1)r−n−2 cos(nϕ) n(n+ 1)r−n−2 sin(nϕ) r−n−1

(
n sin(nϕ)

−n cos(nϕ)

)

polar coordinates centered at the ith inclusion as

χext(ri, ϕi) =
1

4
(σext

xx + σext
yy )r2

i

− 1

4
(σext

xx − σext
yy )r2

i cos(2ϕi)

− 1

2
σext
xy r

2
i sin(2ϕi).

(3.15)

This can be done with the help of Table 3.1, which shows the values of stresses

and displacements corresponding to each term in the Michell solution [1]. In

order to calculate the contributions from induced multipoles in other inclusions as

well as all the contributions from image multipoles from the ith and other inclu-

sions, we need to expand expressions for the Airy stress functions χout

(
rj, ϕj|aj,out

)
and I[χout

(
rj, ϕj|aj,out

)
] around the center xi of the ith inclusion. Polar coordinates

(rj, ϕj) centered at the jth inclusion can be expressed in terms of polar coordinates
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(ri, ϕi) centered at the ith inclusion as

rj(ri, ϕi) =
√
r2
i + a2

ij − 2riaij cos(ϕi − θij),

ϕj(ri, ϕi) = π + θij − arctan

[
ri sin(ϕi − θij)(

aij − ri cos(ϕi − θij)
)] , (3.16)

where aij =
√

(xi − xj)2 + (yi − yj)2 is the distance between the centers of the ith

and jth inclusions and θij = arctan[(yj − yi)/(xj − xi)] is the angle between the line

joining the centers of inclusions and the x-axis, as shown in Fig. 3.2. Similarly, polar

coordinates (r∗j , ϕ
∗
j) centered at the image of the jth inclusion can be expressed in

terms of polar coordinates (ri, ϕi) centered at the ith inclusion as

r∗j (ri, ϕi) =
√
r2
i + a∗ij

2 − 2ria∗ij cos(ϕi − θ∗ij),

ϕ∗j(ri, ϕi) = π + θ∗ij − arctan

[
ri sin(ϕi − θ∗ij)(

a∗ij − ri cos(ϕi − θ∗ij)
)] , (3.17)

where a∗ij =
√

(xi − x∗j)2 + (yi − y∗j )2 is the distance between the centers of the ith

inclusion and the image of the jth inclusion and θ∗ij = arctan[(y∗j −yi)/(x∗j −xi)] is the

angle between the line joining these centers and the x-axis as shown in Fig. 3.2. The

Airy stress functions χout

(
rj, ϕj|aj,out

)
and I[χout

(
rj, ϕj|aj,out

)
] due to induced multi-
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poles centered at the jth inclusion and due to their image multipoles, respectively,

can be expanded in Taylor series around the center of the ith inclusion as [34, 49]

χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)
=
∞∑
n=2

R2
j

rni
anij

[
cos(nϕi)f

n
c

(
Rj/aij, θij|aj,out

)
+ sin(nϕi)f

n
s

(
Rj/aij, θij|aj,out

)]
+
∞∑
n=0

R2
j

rn+2
i

an+2
ij

[
cos(nϕi)g

n
c

(
Rj/aij, θij|aj,out

)
+ sin(nϕi)g

n
s

(
Rj/aij, θij|aj,out

)]
,

(3.18a)

I
[
χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)]
=
∞∑
n=2

R2
j

rni
a∗nij

[
cos(nϕi)f

n
c

(
Rj/a

∗
ij, θ

∗
ij|a∗j,out

)
+ sin(nϕi)f

n
s

(
Rj/a

∗
ij, θ

∗
ij|a∗j,out

)]
+
∞∑
n=0

R2
j

rn+2
i

a∗n+2
ij

[
cos(nϕi)g

n
c

(
Rj/a

∗
ij, θ

∗
ij|a∗j,out

)
+ sin(nϕi)g

n
s

(
Rj/a

∗
ij, θ

∗
ij|a∗j,out

)]
,

(3.18b)

where we omitted constant and linear terms {1, ri cosϕi, ri sinϕi} that correspond to

zero stresses and we introduced functions

fnc (Rj/aij, θij|aj,out) =
∞∑
m=0

(
Rm
j

amij

[
Aj,mAmn (θij) +Bj,mBmn (θij)

]
+
Rm−2
j

am−2
ij

[
Cj,mCmn (θij) +Dj,mDmn (θij)

])
,

(3.19a)

fns (Rj/aij, θij|aj,out) =
∞∑
m=0

(
Rm
j

amij

[
Aj,mBmn (θij)−Bj,mAmn (θij)

]
+
Rm−2
j

am−2
ij

[
Cj,mDmn (θij)−Dj,mCmn (θij)

])
,

(3.19b)
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Table 3.2: Coefficients for the expansion of the Airy stress functions
χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)
and I

[
χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)]
in Eqs. (3.18-

3.19).

n ≥ 2 A0
n(θij) = − 1

n
cos(nθij) B0

n(θij) = − 1
n

sin(nθij)

n ≥ 2,m ≥ 1 Amn (θij) = (−1)m
(m+n−1

n

)
cos
(
(m+ n)θij

)
Bmn (θij) = (−1)m

(m+n−1
n

)
sin
(
(m+ n)θij

)
n ≥ 0,m ≥ 2 Cmn (θij) = (−1)m

(m+n−2
n

)
cos
(
(m+ n)θij

)
Dmn (θij) = (−1)m

(m+n−2
n

)
sin
(
(m+ n)θij

)
n ≥ 0,m ≥ 2 Emn (θij) = (−1)m−1

(m+n−1
n+1

)
cos
(
(m+ n)θij

)
Fmn (θij) = (−1)m−1

(m+n−1
n+1

)
sin
(
(m+ n)θij

)

gnc (Rj/aij, θij|aj,out) =
∞∑
m=2

Rm−2
j

am−2
ij

[
Cj,mEmn (θij) +Dj,mFmn (θij)

]
, (3.19c)

gns (Rj/aij, θij|aj,out) =
∞∑
m=2

Rm−2
j

am−2
ij

[
Cj,mFmn (θij)−Dj,mEmn (θij)

]
. (3.19d)

In the above Eq. (3.19), we set Cj,0 = Dj,0 = Cj,1 = Dj,1 = 0 and introduced coeffi-

cients Amn (θij), Bmn (θij), Cmn (θij), Dmn (θij), Emn (θij), and Fmn (θij) that are summarized

in Table 3.2.

Next, we calculate stresses and displacements at the circumference of the ith inclu-

sion by using expressions for the Airy stress functions χext(ri, ϕi) in Eq. (3.15) due

to external stresses, χin

(
ri, ϕi|ai,in

)
and χout

(
ri, ϕi|ai,out

)
in Eqs. (3.12) and Eq. (3.8)

due to induced multipoles for the ith inclusion, χout

(
rj, ϕj|aj,out

)
in Eq. (3.18a) due to

induced multipoles for the jth inclusion (j 6= i), and I[χout

(
rj, ϕj|aj,out

)
] in Eq. (3.18b)

due to image multipoles for the jth inclusion (j = 1, . . . , N). With the help of

Table 3.1, which shows how to convert each term of the Airy stress function to stresses

and displacements, we obtain

σtot
in,rr

(
ri = Ri, ϕi|ai,in

)
=

1

2
(σext
xx + σext

yy ) +
1

2
(σext
xx − σext

yy ) cos(2ϕi) + σext
xy sin(2ϕi) + 2ci,0

−
∞∑
n=1

[
n(n− 1)

(
ai,n cos(nϕi) + bi,n sin(nϕi)

)
+ (n+ 1)(n− 2)

(
ci,n cos(nϕi) + di,n sin(nϕi)

)]
,

(3.20a)

σtot
out,rr

(
ri = Ri, ϕi|aout

)
=

1

2
(σext
xx + σext

yy ) +
1

2
(σext
xx − σext

yy ) cos(2ϕi) + σext
xy sin(2ϕi) +Ai,0

−
∞∑
n=1

[
n(n+ 1)

(
Ai,n cos(nϕi) +Bi,n sin(nϕi)

)
+ (n+ 2)(n− 1)

(
Ci,n cos(nϕi) +Di,n sin(nϕi)

)]
−
∑
j 6=i

∞∑
n=2

R2
jR

n−2
i

anij
n(n− 1)

[
cos(nϕi)f

n
c

(
Rj/aij , θij |aj,out

)
+ sin(nϕi)f

n
s

(
Rj/aij , θij |aj,out

)]
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−
∑
j 6=i

∞∑
n=0

R2
jR

n
i

an+2
ij

(n+ 1)(n− 2)
[

cos(nϕi)g
n
c

(
Rj/aij , θij |aj,out

)
+ sin(nϕi)g

n
s

(
Rj/aij , θij |aj,out

)]

−
N∑
j=1

∞∑
n=2

R2
jR

n−2
i

a∗nij
n(n− 1)

[
cos(nϕi)f

n
c

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)
+ sin(nϕi)f

n
s

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)]

−
N∑
j=1

∞∑
n=0

R2
jR

n
i

a∗n+2
ij

(n+ 1)(n− 2)
[

cos(nϕi)g
n
c

(
Rj/a

∗
ij , θij∗ |a∗j,out

)
+ sin(nϕi)g

n
s

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)]
,

(3.20b)

σtot
in,rϕ

(
ri = Ri, ϕi|ai,in

)
= −1

2
(σext
xx − σext

yy ) sin(2ϕi) + σext
xy cos(2ϕi)

+

∞∑
n=1

[
n(n− 1)

(
ai,n sin(nϕi)− bi,n cos(nϕi)

)
+ n(n+ 1)

(
ci,n sin(nϕi)− di,n cos(nϕi)

)]
,

(3.20c)

σtot
out,rϕ

(
ri = Ri, ϕi|aout

)
= −1

2
(σext
xx − σext

yy ) sin(2ϕi) + σext
xy cos(2ϕi)

−
∞∑
n=1

[
n(n+ 1)

(
Ai,n sin(nϕi)−Bi,n cos(nϕi)

)
+ n(n− 1)

(
Ci,n sin(nϕi)−Di,n cos(nϕi)

)]
+
∑
j 6=i

∞∑
n=2

R2
jR

n−2
i

anij
n(n− 1)

[
sin(nϕi)f

n
c

(
Rj/aij , θij |aj,out

)
− cos(nϕi)f

n
s

(
Rj/aij , θij |aj,out

)]
+
∑
j 6=i

∞∑
n=0

R2
jR

n
i

an+2
ij

n(n+ 1)
[

sin(nϕi)g
n
c

(
Rj/aij , θij |aj,out

)
− cos(nϕi)g

n
s

(
Rj/aij , θij |aj,out

)]

+

N∑
j=1

∞∑
n=2

R2
jR

n−2
i

a∗nij
n(n− 1)

[
sin(nϕi)f

n
c

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)
− cos(nϕi)f

n
s

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)]

+

N∑
j=1

∞∑
n=0

R2
jR

n
i

a∗n+2
ij

n(n+ 1)
[

sin(nϕi)g
n
c

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)
− cos(nϕi)g

n
s

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)]
,

(3.20d)

2µi
Ri

utot
in,r

(
ri = Ri, ϕi|ai,in

)
= −1

4
(σext
xx + σext

yy )(1− κi) +
1

2
(σext
xx − σext

yy ) cos(2ϕi) + σext
xy sin(2ϕi) + ci,0(κi − 1)

−
∞∑
n=1

[
n
(
ai,n cos(nϕi) + bi,n sin(nϕi)

)
+ (n+ 1− κi)

(
ci,n cos(nϕi) + di,n sin(nϕi)

)]
,

(3.20e)

2µ0

Ri
utot

out,r

(
ri = Ri, ϕi|aout

)
= −1

4
(σext
xx + σext

yy )(1− κ0) +
1

2
(σext
xx − σext

yy ) cos(2ϕi) + σext
xy sin(2ϕi)−Ai,0

+

∞∑
n=1

[
n
(
Ai,n cos(nϕi) +Bi,n sin(nϕi)

)
+ (n− 1 + κ0)

(
Ci,n cos(nϕi) +Di,n sin(nϕi)

)]
−
∑
j 6=i

∞∑
n=2

R2
jR

n−2
i

anij
n
[

cos(nϕi)f
n
c

(
Rj/aij , θij |aj,out

)
+ sin(nϕi)f

n
s

(
Rj/aij , θij |aj,out

)]
−
∑
j 6=i

∞∑
n=0

R2
jR

n
i

an+2
ij

(n+ 1− κ0)
[

cos(nϕi)g
n
c

(
Rj/aij , θij |aj,out

)
+ sin(nϕi)g

n
s

(
Rj/aij , θij |aj,out

)]
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−
N∑
j=1

∞∑
n=2

R2
jR

n−2
i

a∗nij
n
[

cos(nϕi)f
n
c

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)
+ sin(nϕi)f

n
s

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)]

−
N∑
j=1

∞∑
n=0

R2
jR

n
i

a∗n+2
ij

(n+ 1− κ0)
[

cos(nϕi)g
n
c

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)
+ sin(nϕi)g

n
s

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)]
,

(3.20f)

2µi
Ri

utot
in,ϕ

(
ri = Ri, ϕi|ai,in

)
= −1

2
(σext
xx − σext

yy ) sin(2ϕi) + σext
xy cos(2ϕi)

+

∞∑
n=1

[
n
(
ai,n sin(nϕi)− bi,n cos(nϕi)

)
+ (n+ 1 + κi)

(
ci,n sin(nϕi)− di,n cos(nϕi)

)]
,

(3.20g)

2µ0

Ri
utot

out,ϕ

(
ri = Ri, ϕi|aout

)
= −1

2
(σext
xx − σext

yy ) sin(2ϕi) + σext
xy cos(2ϕi)

+

∞∑
n=1

[
n
(
Ai,n sin(nϕi)−Bi,n cos(nϕi)

)
+ (n− 1− κ0)

(
Ci,n sin(nϕi)−Di,n cos(nϕi)

)]
+
∑
j 6=i

∞∑
n=2

R2
jR

n−2
i

anij
n
[

sin(nϕi)f
n
c

(
Rj/aij , θij |aj,out

)
− cos(nϕi)f

n
s

(
Rj/aij , θij |aj,out

)]
+
∑
j 6=i

∞∑
n=0

R2
jR

n
i

an+2
ij

(n+ 1 + κ0)
[

sin(nϕi)g
n
c

(
Rj/aij , θij |aj,out

)
− cos(nϕi)g

n
s

(
Rj/aij , θij |aj,out

)]

+

N∑
j=1

∞∑
n=2

R2
jR

n−2
i

a∗nij
n
[

sin(nϕi)f
n
c

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)
− cos(nϕi)f

n
s

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)]

+

N∑
j=1

∞∑
n=0

R2
jR

n
i

a∗n+2
ij

(n+ 1 + κ0)
[

sin(nϕi)g
n
c

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)
− cos(nϕi)g

n
s

(
Rj/a

∗
ij , θ

∗
ij |a∗j,out

)]
.

(3.20h)

Colors in the above equations correspond to the Airy stress functions χext(ri, ϕi),

χin

(
ri, ϕi|ai,in

)
, χout

(
ri, ϕi|ai,out

)
, χout

(
rj, ϕj|aj,out

)
, and I

[
χout

(
rj, ϕj|aj,out

)]
. We

introduced the shear modulus µi = Ei/[2(1 + νi)] and the Kolosov’s constant κi for

the ith inclusion, where the value of Kolosov’s constant is κi = (3 − νi)/(1 + νi) for

plane stress and κi = 3 − 4νi for plane strain conditions [1]. Similarly, we define

the shear modulus µ0 = E0/[2(1 + ν0)] and the Kolosov’s constant κ0 for the elastic

matrix.

The boundary conditions in Eq. (3.14) have to be satisfied at every point (ϕi)

on the circumference of the ith inclusion. Thus the coefficients of Fourier modes
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Figure 3.3: Structure of the system of Eqs. (3.21) for the amplitudes of induced
multipoles ai,out, ai,in for inclusions i ∈ {1, . . . , N}. The matrix M is divided into
4N2 blocks, where blocks Mtrac

in,ij and Mtrac
out,ij + M∗trac

out,ij correspond to the boundary
conditions for tractions around the circumference of the ith inclusion in Eq. (3.14a,
3.14b), and blocks Mdisp

in,ij and Mdisp
out,ij +M∗disp

out,ij correspond to the boundary conditions

for displacements around the circumference of the ith inclusion in Eq. (3.14c, 3.14d).
The red boxes mark blocks with i 6= j that account for the interactions between
different inclusions. The effect of external stresses is contained in vectors bdisp

i . See
text for the detailed description of elements represented in this system of equations.

{1, cos(nϕi), sin(nϕi)} have to match in the expansions of tractions and displacements

in Eq. (3.20). This enables us to construct a matrix equation for the set of induced

multipoles {ai,out, ai,in} in the form (see also Fig. 3.3)

Mtrac
out,ij + M∗trac

out,ij, Mtrac
in,ij

Mdisp
out,ij + M∗disp

out,ij, Mdisp
in,ij


aj,out

aj,in

 =

 0

bdisp
i

 , (3.21)

where the summation over inclusions j is implied. The top and bottom rows of matrix

M in the above equation are obtained from the boundary conditions in Eq. (3.14) for
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tractions (superscript ‘trac’) and displacements (superscript ‘disp’), respectively. The

left and right columns of matrix M describe the effect of induced multipoles aj,out

and aj,in, respectively. Matrices M∗
ij describe interactions between the ith inclusion

and the image of the jth inclusion; these are new compared to the previous chapter 2.

Note that each inclusion interacts with its image as well as with images of other

inclusions. The entries in matrices Mtrac
out,ii, M∗trac

out,ii, and Mtrac
in,ii for the ith inclusion are

numbers that depend on the degrees of induced multipoles. The entries in matrices

Mdisp
out,ii, M∗disp

out,ii, and Mdisp
in,ii for the ith inclusion depend on the degrees of induced multi-

poles, the radius of inclusion Ri and the material properties of the inclusion (µi, κi)

and elastic matrix (µ0, κ0). Additionally, the entries in matrices M∗trac
out,ii and M∗disp

out,ii

also depend on the distance hi from the center of the ith inclusion to the boundary.

Matrices Mtrac
out,ij and Mdisp

out,ij encode the interactions between inclusions i and j. The

entries in these matrices depend on the degrees of induced multipoles, the radii Ri

and Rj of inclusions, the angle θij, and the separation distance aij between inclu-

sions (see Fig. 3.2). In addition to that, the entries in matrix Mdisp
out,ij also depend

on the material properties of the elastic matrix (µ0, κ0). Matrices M∗trac
out,ij and M∗disp

out,ij

describe the interaction between the ith inclusion and the image of the jth inclusion.

These matrices depend on the degrees of image multipoles, the radii Ri and Rj of

inclusions, the distance hj from the center of the jth inclusion to the boundary, the

angle θ*
ij, and the separation distance a∗ij between the ith inclusion and the image of

the jth inclusion (see Fig. 3.2). Matrices M∗disp
out,ij additionally depend on the material

properties of the elastic matrix (µ0, κ0). Note that the other matrices are zero, i.e.

Mtrac
in,ij = Mdisp

in,ij = 0. The entries in vector bdisp
i depend on the magnitude of external

stresses (σext
xx , σext

yy , σext
xy ), the degrees of induced multipoles, the radius of inclusion

Ri, and the material properties of the inclusion (µi, κi) and elastic matrix (µ0, κ0).

Note that in bdisp
i the only nonzero entries are the ones that correspond to Fourier

modes 1, cos(2ϕi), and sin(2ϕi).
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To numerically solve the system of equations for induced multipoles in Eq. (3.21)

we truncate the multipole expansion at degree nmax. For each inclusion i, there are

4nmax− 1 unknown amplitudes of multipoles ai,out = {Ai,0, Ai,1, . . . , Ai,nmax , Bi,1, Bi,2,

. . . , Bi,nmax , Ci,2, Ci,3, . . . , Ci,nmax , Di,2, Di,3, . . . , Di,nmax} and 4nmax − 1 unknown

amplitudes of multipoles ai,in = {ai,2, ai,3, . . . , ai,nmax , bi,2, bi,3, . . . , bi,nmax , ci,0,

ci,1, . . . , ci,nmax , di,1, di,2, . . . , di,nmax}. Furthermore, we truncate the series for the

Airy stress function of image multipoles I
[
χout

(
ri, ϕi|ai,out

)]
in Eq. (3.9) as well as

the Taylor expansions for the Airy stress functions χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)
and

I
[
χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)]
in Eq. (3.18) at the same order nmax. By matching

the coefficients of Fourier modes {1, cosϕi, sinϕi, . . . , cos(nmaxϕi), sin(nmaxϕi)} in the

expansions for tractions and displacements in Eq. (3.20) around the circumference

of the ith inclusion, we in principle get 2(2nmax + 1) equations from tractions and

2(2nmax + 1) equations from displacements. However, the zero Fourier modes for σrϕ

and uϕ are equal to zero. Furthermore, the coefficients of Fourier modes cosϕi and

sinϕi are identical for each of the σrr, σrϕ, ur, and uϕ in Eq. (3.20). By removing

the equations, which do not provide any new information, the dimensions of matrices

Mtrac
out,ij, M∗trac

out,ij, Mtrac
in,ij, Mdisp

out,ij, M∗disp
out,ij, and Mdisp

in,ij, become (4nmax− 1)× (4nmax− 1).

Thus Eq. (3.21) describes the system of N(8nmax − 2) equations for the amplitudes

of induced multipoles {a1,out, a1,in, . . . , aN,out, aN,in}. The solution of this system of

equations gives amplitudes of induced multipoles, which are linear functions of applied

loads σext
xx , σext

yy , and σext
xy . These amplitudes are then used to obtain the Airy stress

functions χtot
in

(
x, y|ai,in

)
in Eq. (3.13) inside inclusions and χtot

out

(
x, y|aout

)
in Eq. (3.11)

outside all inclusions, which enables us to calculate stresses and displacements every-

where in the structure. The accuracy of obtained results depends on the number nmax

for the maximum degree of induced multipoles, where larger number nmax yields more

accurate results. In the next sections, we compare results obtained with the method

described above with linear finite element simulations and experiments.
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Comparison with linear finite element simulations and experiments

First, we tested the elastic multipole method for one circular hole of radius R

embedded in a semi-infinite plate (y < 0) subjected to uniaxial stress σext
xx (see

Fig. 3.4). This way we investigated how a single hole interacts with its image

near a traction-free edge (σext
xy (x, 0) = σext

yy (x, 0) = 0). Three different values of the

separation distance h between the center of the hole and the traction-free edge were

considered: h = 4R, h = 2R, and h = 1.25R. The value of applied uniaxial stress was

σext
xx = −0.11E0, where E0 is the Young’s modulus of the elastic matrix, and we used

the plane stress condition with the value of Kolosov’s constant κ0 = (3− ν0)/(1 + ν0)

and the Poisson’s ratio ν0 = 0.3. Such large values of external loads were used only

to exaggerate deformations. Note that in practical experiments these loads would

cause nonlinear deformation.

In Fig. 3.4 we show the contours of deformed holes and the amplitudes of induced

multipoles aout for different values of the separation distance h between the center of

the hole and the traction-free edge, where we set nmax = 10. Note that the amplitudes

ain = 0 because the Young’s modulus is zero for the hole. Results from the elastic

multipole method are compared with linear finite element simulations on a rectangular

domain of size 800R × 400R (see Appendix B.1 for details). When the hole is far

from the traction-free edge (h � R) it interacts very weakly with its image, which

can be seen from the expansion of stresses and displacements in Eq. (3.20), where

terms describing interactions between the ith inclusions and its image contain powers

of Ri/a
∗
ii � 1, where a∗ii = 2h. This is the case for the separation distance h = 4R,

where we find that the contour of the hole has elliptical shape (see Fig. 3.4b), which is

characteristic for deformed holes embedded in an infinite elastic matrix [16, 49]. When

the hole is moved closer to the traction-free edge (h = 2R, h = 1.25R) it interacts

more strongly with its image. As a consequence, the contour of the deformed hole

becomes progressively more non-elliptical, approaching a teardrop shape, and the
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Figure 3.4: Uniaxial deformation of a semi-infinite elastic plate with a hole near
a traction free edge. (a) Schematic image describing the initial undeformed shape
of the structure and the direction of applied load σext

xx = −0.11E0, where E0 is the
Young’s modulus of the elastic matrix, it’s Poisson’s ratio is ν0 = 0.3, and plane stress
condition was used. The radius of the circular hole isR, which is at the distance h from
the traction-free edge. (b)-(d) Contours of deformed holes and deformed boundaries
for h/R = 4, 2 and 1.25. Dashed blue lines show the contours obtained with elastic
multipole method for nmax = 10 and green solid lines show the contours obtained from
finite element simulations. As a reference, we include red solid lines that correspond
to shapes of holes that are far away from edges (h/R→∞).

traction-free edge bulges out near the hole (see Fig. 3.4c,d). This is also reflected

in the amplitudes aout of induced multipoles. They decrease exponentially with the

degree of multipoles and decrease more slowly when the hole is closer to the traction-

free edge (Fig. 3.5a-c).

To determine the proper number for the maximum degree nmax of induced

multipoles, we performed a convergence analysis for the spatial distributions

of displacements u(nmax)(x, y) and von Mises stress σ
(nmax)
vM (x, y), where σvM =

(σ2
xx − σxxσyy + σ2

yy + 3σ2
xy)

1/2. Displacements and von Mises stresses were evaluated

at Np discrete points (xi, yj) = (iR/50, jR/50), where i ∈ {−500,−499, . . . , 500}

and j ∈ {−1000,−999, . . . , 0} and grid points that lie inside the hole were excluded.

The normalized errors for displacements εdisp(nmax) and stresses εstress(nmax) were

obtained by calculating the relative changes of spatial distributions of displacements
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Figure 3.5: Amplitudes of the multipoles and normalized errors for the deformation of
the structure with one hole near a traction free edge considered in Fig. 3.4. (a-c) Abso-
lute values of the amplitudes of induced multipoles aout at the center of the hole for
nmax = 10. Amplitudes are normalized, such that Ãn = An/σ

ext
xx , B̃n = Bn/σ

ext
xx ,

C̃n = Cn/σ
ext
xx , D̃n = Dn/σ

ext
xx . The dark and light blue colored bars correspond

to the positive (An, Bn, Cn, Dn > 0) and negative (An, Bn, Cn, Dn < 0) amplitudes,
respectively. Note that the amplitudes B2m = D2m = A2m+1 = C2m+1 = 0 due
to the symmetry of the problem. (d-f) The normalized errors for displacements
εdisp(nmax) (blue dashed lines) and stresses εstress(nmax) (green solid lines) obtained
from Eq. (3.22). The left column corresponds to results for h/R = 4, the middle
column to h/R = 2 and the right column to h/R = 1.25.

and von Mises stresses when the maximum degree nmax of induced multipoles is

increased by one. The normalized errors are given by [129]

εdisp(nmax) =

√√√√∑
i,j

(
u(nmax+1)(xi, yj)− u(nmax)(xi, yj)

)2
Np(d σext

vM/E0)2
, (3.22a)

εstress(nmax) =

√√√√√∑
i,j

(
σ

(nmax+1)
vM (xi, yj)− σ(nmax)

vM (xi, yj)
)2

Np(σext
vM)2

. (3.22b)

Here, displacements and von Mises stresses are normalized by the characteristic scales

dσext
vM/E0 and σext

vM, respectively, where d = 2R is the diameter of the hole, σext
vM = |σext

xx |

is the value of von Mises stress due to applied load, and E0 is the Young’s modulus of

surrounding elastic matrix. The normalized errors are plotted in Fig. 3.5d-f. As the

maximum degree nmax of induced multipoles is increased, the normalized errors for
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displacements εdisp(nmax) and stresses εstress(nmax) decrease exponentially, because the

induced elastic multipoles form the basis for the biharmonic equation. This is akin to

the spectral method, which is exponentially convergent when the functions and the

shapes of boundaries are smooth [129]. Note that the normalized errors decrease more

slowly when the hole is moved closer to the traction-free edge and the interaction of

hole with its image becomes important (see Fig. 3.5d-f), which is reflected in larger

magnitudes of amplitudes of higher-order multipoles (Fig. 3.5a-c).

Additionally, we compared the results of the elastic multipole method with exper-

iments (see Appendix B.2 for details). The size of the elastomer sample in the exper-

iment was 100 mm × 100 mm × 25 mm with the hole of diameter 2R = 8.11 mm,

and the distance between the center of the hole and the traction-free edge was

h = 6.25 mm (see Fig. 3.6a). The contour of the deformed hole in the compressed

experimental sample under external strain εext
xx = −0.05 (σext

xy ≈ 0 due to applied sili-

cone oil to reduce friction) was compared with those obtained with elastic multipole

method and linear finite element simulation (see Fig. 3.6b). For the elastic multipole

method, we used external stress σext
yy = E0ε

ext
yy and plane stress condition was assumed

since the experimental sample was free to expand in the out-of-plane direction. Linear

finite element simulation was performed for a 100 mm × 100 mm 2D structure with

a circular hole located at the center under plane stress condition. In finite element

simulation, the sample was compressed by imposing a uniform displacement in the x-

direction on the left and right edges, while allowing the nodes on these edges to move

freely in the y-direction. The midpoints of the left and right edge were constrained

to prevent rigid body translations in the y-direction.

The contour of the deformed hole obtained with the experiment matched very

well to those obtained with elastic multipole method (nmax = 10) and finite element

simulations (see Fig. 3.6b). We also compared the equivalent von Mises strain field
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Figure 3.6: Uniaxial horizontal compression of an elastic structure with a hole near
a traction-free edge. (a) Schematic image describing the initial undeformed shape of
the structure and applied strain εext

xx = −0.05. The size of the experimental sample
was 100 mm × 100 mm × 25 mm with the hole of diameter 2R = 8.11 mm, and the
distance between the center of the hole and the traction-free edge was h = 6.25 mm.
The Young’s modulus of the elastic matrix was E0 = 0.97 MPa and the Poisson’s
ratio was ν0 = 0.49. For linear finite element simulations, we used a 2D struc-
ture of size 100 mm × 100 mm under plane stress condition. The elastic multiple
method describes the deformation of a semi-infinite 2D elastic matrix, where we used
the load σext

xx = εext
xxE0 and plane stress condition. (b) Contours of deformed holes

and traction-free edges obtained with elastic multipole method (dashed blue lines,
nmax = 10), experiments (solid red lines) and finite element simulations (solid green
lines). (c-e) Equivalent von Mises strain fields εvM were obtained with (c) elastic
multipole method (nmax = 10), (d) finite element simulations, and (e) DIC (digital
image correlation) analysis of experiments. Strain fields were normalized with the
value of the equivalent von Mises strain εext

vM = |εext
xx | imposed by the applied load.

Note that the strain data was corrupted near the edges for this experimental sample
due to oil stains on the speckle patterns near the boundary. For this reason, we
omitted the affected border regions (grey) in the heat map (e). Four marked points
A-D were chosen for the quantitative comparison of strains εvM. See Table 3.3 for
details.

defined as εvM = σvM/E [1] with

εvM =

√
ε2
xx − εxxεyy + ε2

yy + 3ε2
xy + ν

(1−ν)2 (εxx + εyy)2

1 + ν
(3.23)
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that were obtained with elastic multipole method (nmax = 10), finite element simula-

tions and digital image correlation (DIC) analysis of experiment (see Appendix B.2).

Strain fields show characteristic features of the induced quadrupoles (see Fig. 3.6c-e),

because they have the largest amplitude and because the effect of higher-order multi-

poles decays faster away from holes and images. The effect of higher-order multipoles

is most pronounced in the region between the hole and the traction-free edge, where

contributions from both the hole and from its image are important. The strain fields

agree very well between the elastic multipole method (Fig. 3.6c) and linear finite

element simulations (Fig. 3.6d). The strain fields for experimental samples are quali-

tatively similar, but they deviate quantitatively near the hole, as can be seen from the

heat map in Fig. 3.6e. The quantitative comparison of strains at four different points

A-D (marked in Fig. 3.6) showed a relative error of 1-4% between elastic multipole

method and finite elements, and a relative error of 1-10% between elastic multipole

method and experiments (see Table 3.3). The discrepancy between elastic multipole

method and finite element simulations is attributed to the finite size effects. For the

elastic multipole method, we assumed a semi-infinite domain, while finite domains

were modeled in finite element simulations to mimic experiments. The discrepancy

between experiments and elastic multipole method is attributed to the confounding

effects of nonlinear deformation due to moderately large compression (εext
xx = −0.05),

3D deformation due to relatively thick samples, fabrication imperfections, nonzero

friction between the sample and the mounting grips of the testing machine, the align-

ment of camera with the sample (2D DIC system was used), and the errors resulting

from the choice of DIC parameters (see e.g. [132, 133]).

86



Table 3.3: Quantitative comparison for the values of equivalent von Mises strains εvM

normalized with the value for the applied external load εext
vM = |εext

xx | at points A-D
(defined in Fig. 3.6) in compressed samples with one hole near a traction-free edge
obtained with elastic multipole method (EMP), finite element simulations (FEM) and
DIC analysis of experiments (EXP). The relative percent errors between the EMP

and FEM were calculated as 100 × (ε
(EMP)
vM − ε

(FEM)
vM )/ε

(FEM)
vM . The relative percent

errors between the EMP and EXP were calculated as 100× (ε
(EMP)
vM − ε(EXP)

vM )/ε
(EXP)
vM .

points
strain εvM/ε

ext
vM error of EMP (%)

EMP FEM DIC FEM DIC

A 1.5390 1.4868 1.3998 3.5 9.9

B 0.5782 0.5586 0.5506 3.5 5.0

C 1.1760 1.1406 1.1586 3.1 1.5

D 0.9932 0.9836 0.9792 1.0 1.4

3.2.2 Inclusions in an infinite elastic strip with prescribed

tractions along the outer boundary of the strip

In this section, we consider the deformation of an infinite elastic strip (ya < y <

yb) with embedded circular holes and inclusions by prescribing uniform tractions

along the outer boundary of an elastic strip. The deformation of the elastic matrix

again induces elastic multipoles at the center of holes and inclusions. However, in

this case, the induced multipoles generate an infinite number of image multipoles,

similar to an infinite number of images for charges between parallel conductive plates

in electrostatics [121]. The effect of all images can be captured with the integrals

introduced by Howland [138], who considered deformation of an infinite elastic strip

in response to a localized force. Here, however, we take a different approach, because

we would like to explicitly show the contribution of each image.

To demonstrate how to enumerate all images let us first consider an elastic multi-

pole with the Airy stress function χ0 that is at position x0 = (x0, y0) between the two

traction-free edges a and b at y = ya and y = yb (see Fig. 3.7). To satisfy the boundary

conditions at the edge a, we first place an image multipole Ia[χ0] ≡ Ia,1[χ0] at posi-

tion x∗a,10 = (x∗a,10 , y∗a,10 ) = (x0, 2ya−y0) as discussed in Section 3.2.1. This first image
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Figure 3.7: Images of an elastic multipole with the Airy stress function χ0 at position
x0 between the two parallel traction-free edges at y = ya and y = yb. See text for the
detailed description.

ensures that the boundary conditions at the edge a are satisfied, but the boundary

conditions at the edge b are still violated. To correct this, we need to place two more

images with the Airy stress functions Ib[χ0] ≡ Ib,1[χ0] and Ib[Ia[χ0]] ≡ Ib,2[χ0] at

positions x∗b,10 = (x∗b,10 , y∗b,10 ) = (x0, 2yb−y0) and x∗b,20 = (x∗b,20 , y∗b,20 ) = (x0, 2yb−y∗a,10 ),

respectively. These two additional images ensure that the boundary conditions at the

edge b are satisfied, but now the boundary conditions at the edge a are violated. Thus

we need to add two more images with the Airy stress functions Ia[Ib[χ0]] ≡ Ia,2[χ0]

and Ia[Ib[Ia[χ0]]] ≡ Ia,3[χ0] at positions x∗a,20 = (x∗a,20 , y∗a,20 ) = (x0, 2ya − y∗b,10 )

and x∗a,30 = (x∗a,30 , y∗a,30 ) = (x0, 2ya− y∗b,20 ), respectively. These two additional images

ensure that the boundary conditions at the edge a are satisfied, but now the boundary

conditions at the edge b are violated. Thus, we need to keep adding more and more

images, which are getting further and further away from the edges of the strip (see

Fig. 3.7). The infinite set of images can be constructed recursively with the Airy

stress functions Ia,k+1[χ0] = Ia[Ib,k[χ0]] and Ib,k+1[χ0] = Ib[Ia,k[χ0]] that are at posi-

tions x∗a,k+1
0 = (x∗a,k+1

0 , y∗a,k+1
0 ) = (x0, 2ya − y∗b,k0 ) and x∗b,k+1

0 = (x∗b,k+1
0 , y∗b,k+1

0 ) =

(x0, 2yb − y∗a,k0 ), respectively. The initial conditions for the recursive relations are

Ia,0[χ0] = Ib,0[χ0] = χ0 and x∗a,00 = x∗b,00 = (x0, y0). Below we show how to use

this approach to analyze the deformation of elastic strips with circular inclusions and

holes.
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Consider a 2D infinite elastic strip with the Young’s modulus E0 and the Poisson’s

ratio ν0 filling the space ya < y < yb subject to external stress σext
xx with traction-

free edges a and b, where the boundary conditions are σyy = σxy = 0 at y = ya

and y = yb. Embedded in the elastic matrix are N circular inclusions with radii Ri

centered at positions xi = (xi, yi) with Young’s moduli Ei and Poisson’s ratios νi,

where i ∈ {1, . . . , N}. Holes are described with the zero Young’s modulus (Ei = 0).

The external load σext
xx , represented with the Airy stress function χext(x, y) =

σext
xx y

2/2, induces elastic multipoles at the centers of inclusions and holes. The

Airy stress function χout

(
ri, ϕi|ai,out

)
outside the ith inclusion due to the induced

multipoles can be expanded as shown in Eq. (3.8), where the origin of polar coordi-

nates (ri, ϕi) is at the center xi of ith inclusion and the set of induced multipoles is

ai,out = {Ai,0, Ai,1, . . . , Bi,1, Bi,2, . . . , Ci,2, Ci,3, . . . , Di,2, Di,3, . . . }. The induced multi-

poles ai,out at the center of the ith inclusion then further induce an infinite set of image

multipoles at positions x∗a,ki and x∗b,ki , where k ∈ {1, 2, . . .}, to satisfy the boundary

conditions at the traction-free edges a and b. The positions of these image multipoles

can be generated recursively as x∗a,k+1
i = (x∗a,k+1

i , y∗a,k+1
i ) = (xi, 2ya − y∗b,ki ) and

x∗b,k+1
i = (x∗b,k+1

i , y∗b,k+1
i ) = (xi, 2yb− y∗a,ki ) with the initial conditions x∗a,0i = x∗b,0i =

xi = (xi, yi). The Airy stress functions Ia,k[χout] and Ib,k[χout] of image multipoles

for the ith inclusion can be expanded as

Ia,k[χout

(
ri, ϕi|ai,out

)
] =χ∗out

(
r∗a,ki , ϕ∗a,ki |a

∗a,k
i,out

)
, (3.24a)

Ib,k[χout

(
ri, ϕi|ai,out

)
] =χ∗out

(
r∗b,ki , ϕ∗b,ki |a

∗b,k
i,out

)
, (3.24b)

where the function χ∗out is defined in Eq. (3.9), the origins of polar coordinates

(r∗a,ki , ϕ∗a,ki ) and (r∗b,ki , ϕ∗b,ki ) are at x∗a,ki and x∗b,ki , respectively, and the sets of ampli-

tudes of image multipoles are a∗a,ki,out = {A∗a,ki,0 , A∗a,ki,1 , . . . , B∗a,ki,0 , B∗a,ki,1 , . . . , C∗a,ki,2 , C∗a,ki,3 ,

. . . , D∗a,ki,2 , D∗a,ki,3 , . . . } and a∗b,ki,out = {A∗b,ki,0 , A
∗b,k
i,1 , . . . , B

∗b,k
i,0 , B∗b,ki,1 , . . . , C∗b,ki,2 , C∗b,ki,3 ,
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. . . , D∗b,ki,2 , D∗b,ki,3 , . . . }. The amplitudes of image multipoles a∗a,ki,out and a∗b,ki,out are related

to the amplitudes ai,out of induced multipoles at the center of the ith inclusion and

they can be generated recursively. The initial conditions for recursive relations are

a∗a,0i,out = a∗b,0i,out = ai,out, and the amplitudes of image multipoles a∗a,k+1
i,out and a∗b,k+1

i,out are

related to the amplitudes of image multipoles a∗b,ki,out and a∗a,ki,out as

A∗a,k+1
i,n =



−A∗b,ki,0 , n = 0,

−(n+ 1)A∗b,ki,n − (n+ 2)C∗b,ki,n+2

−2(n− 1)α∗b,ki B∗b,ki,n−1

−2(2n+ 1)α∗b,ki D∗b,ki,n+1

+4(n− 1)(α∗b,ki )2C∗b,ki,n ,

n ≥ 1,

(3.25a)

B∗a,k+1
i,n =



0, n = 0,

+2B∗b,ki,1 + 3D∗b,ki,3 + 2α∗b,ki A∗b,ki,0

−6α∗b,ki C∗b,ki,2 ,

n = 1,

+(n+ 1)B∗b,ki,n + (n+ 2)D∗b,ki,n+2

−2(n− 1)α∗b,ki A∗b,ki,n−1

−2(2n+ 1)α∗b,ki C∗b,ki,n+1

−4(n− 1)(α∗b,ki )2D∗b,ki,n ,

n ≥ 2,

(3.25b)

C∗a,k+1
i,n =



+C∗b,ki,2 − A
∗b,k
i,0 , n = 2,

+(n− 1)C∗b,ki,n + (n− 2)A∗b,ki,n−2

+2(n− 2)α∗b,ki D∗b,ki,n−1,

n ≥ 3,

(3.25c)

D∗a,k+1
i,n =


−(n− 1)D∗b,ki,n − (n− 2)B∗b,ki,n−2

+2(n− 2)α∗b,ki C∗b,ki,n−1,

n ≥ 2, (3.25d)
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A∗b,k+1
i,n =



−A∗a,ki,0 , n = 0,

−(n+ 1)A∗a,ki,n − (n+ 2)C∗a,ki,n+2

−2(n− 1)α∗a,ki B∗a,ki,n−1

−2(2n+ 1)α∗a,ki D∗a,ki,n+1

+4(n− 1)(α∗a,ki )2C∗a,ki,n ,

n ≥ 1,

(3.25e)

B∗b,k+1
i,n =



0, n = 0,

+2B∗a,ki,1 + 3D∗a,ki,3 + 2α∗a,ki A∗a,ki,0

−6α∗a,ki C∗a,ki,2 ,

n = 1,

+(n+ 1)B∗a,ki,n + (n+ 2)D∗a,ki,n+2

−2(n− 1)α∗a,ki A∗a,ki,n−1

−2(2n+ 1)α∗a,ki C∗a,ki,n+1

−4(n− 1)(α∗a,ki )2D∗a,ki,n ,

n ≥ 2,

(3.25f)

C∗b,k+1
i,n =



+C∗a,ki,2 − A
∗a,k
i,0 , n = 2,

+(n− 1)C∗a,ki,n + (n− 2)A∗a,ki,n−2

+2(n− 2)α∗a,ki D∗a,ki,n−1,

n ≥ 3,

(3.25g)

D∗b,k+1
i,n =


−(n− 1)D∗a,ki,n − (n− 2)B∗a,ki,n−2

+2(n− 2)α∗a,ki C∗a,ki,n−1,

n ≥ 2, (3.25h)

where α∗a,ki = (yb − y∗a,ki )/Ri and α∗b,ki = (ya − y∗b,ki )/Ri.
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The total Airy stress function outside all inclusions can then be written as

χtot
out

(
x, y|aout

)
=χext(x, y)

+
N∑
i=1

χout

(
ri(x, y), ϕi(x, y)|ai,out

)
+

N∑
i=1

∞∑
k=1

Ia,k
[
χout

(
ri(x, y), ϕi(x, y)|ai,out

)]
+

N∑
i=1

∞∑
k=1

+Ib,k
[
χout

(
ri(x, y), ϕi(x, y)|ai,out

)]
,

(3.26)

where the first term is due to external stress, the first summation describes contribu-

tions due to induced multipoles at the centers of inclusions and the last two summa-

tions describe contributions due to images of induced multipoles. The set of ampli-

tudes of induced multipoles for all inclusions is defined as aout = {a1,out, . . . , aN,out}.

We also expand the induced Airy stress function χin

(
ri, ϕi|ai,in

)
inside the ith

inclusion, as shown in Eq. (3.12), where the set of amplitudes of induced multipoles

is ai,in = {ai,2, ai,3, . . . , bi,2, bi,3, . . . , ci,0, ci,1, . . . , di,1, di,2, . . . }. We again define the

total Airy stress function χtot
in

(
x, y|ai,in

)
inside the ith inclusion, which also includes

the effect of the external load (χext) as shown in Eq. (3.13). The rest of the steps are

the same as the ones described in Section 3.2.1. The amplitudes of induced multipoles

ai,out and ai,in are obtained by satisfying the boundary conditions that tractions and

displacements are continuous across the circumference of each inclusion in Eq. (3.14),

which can be converted to the matrix equation similar to that in Eq. (3.21). To

numerically solve the matrix equation we truncate the degrees of multipoles at nmax

as discussed in Section 3.2.1. Furthermore, we truncate the summation for the number

of images at kmax in Eq. (3.26).

The elastic multipole method described above was compared with linear finite

element simulations and experiments. Three different configurations of elastic strips

with length L = 100 mm and thickness 25 mm were considered: w = 12.75 mm wide
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strips with one hole, w = 19.97 mm wide strips with two holes placed orthogonal to the

long axis of the strip and w = 20.72 mm wide strips with two holes at 45◦ angle relative

to the long axis of the strip (see Fig. 3.8). The diameter of all holes was d = 8.00 mm.

Experiments were carried out using displacement controlled compressive and tensile

loading (strain εext
xx ), where both ends of the strip were glued to aluminum plates,

while the outer edges of the strip were free to move (see Appendix B.2). For the

elastic multipole method, we set the external load to σext
xx = E0ε

ext
xx , σext

yy = σext
xy = 0

and assumed plane stress condition. For 2D linear finite element simulations we used

plane stress condition with the same external loads as for elastic multipole method

(see Appendix B.1). Note that the elastic multipole method considers infinitely long

strips (L→∞), while the length L is finite in experiments and simulations. In experi-

ments and simulations, we observed a slight bending of strips under both compression

and tension because holes were placed asymmetrically. However, this bending is not

captured by the elastic multipole method. Bending could in principle be captured by

adding additional terms to the Airy stress functions, such as y3 and xy3 [1], which

were omitted in our expansion for the induced multipoles. Note that the coefficients

of these additional terms cannot be obtained from the continuity of tractions and

displacements across the circumference of inclusions in Eq. (3.14), but additional

equations would be needed, such as the boundary conditions at the two ends of the

strip. This is beyond the scope of this chapter and hence we expect to observe some

errors for the elastic multipole method due to the neglected bending.

In Fig. 3.8, we show contours of deformed holes obtained with elastic multipole

method (nmax = 10, kmax = 6), linear finite elements, and experiments. The results

for all 3 different approaches agree very well in the vicinity of holes where the effect

of bending is small. In Fig. 3.8a, we observe more pronounced deformations of the

hole and the outer edges of the strip in the regions where they approach each other

due to the strong interaction between the hole and its images. This is similar to the
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Figure 3.8: Deformation of elastic strips with holes and inclusions. (a-c) Schematic
images describing the initial undeformed shapes of structures with holes and the
direction of applied strain εext

xx . The Young’s modulus of the elastic matrix is E0 =
0.97 MPa and Poisson’s ratio is ν0 = 0.49. Holes are represented with white circles. (a-
c) For each structure, we show contours of deformed holes, inclusions and traction-free
edges under tensile (left) and compressive (right) loads. Note that contours are only
shown in the vicinity of deformed holes and inclusions and they do not span the whole
length of samples. Dashed blue lines show the contours obtained with elastic multipole
method for nmax = 10 and kmax = 6. Red and green solid lines show the contours
obtained with experiments and linear finite element simulations, respectively. For all
samples the length was L = 100 mm and the thickness was 25 mm. The diameters
of all inclusions and holes were d = 8.00 mm. Other geometrical properties were:
(a) h = 7.06 mm, w = 12.75 mm, (b) h = 5.67 mm, a = 9.49 mm, w = 20.72 mm,
and (c) h = 7.56 mm, a = 9.57 mm, w = 19.97 mm. Tensile and compressive loads
were: (a) εext

xx = +0.027 and εext
xx = −0.033, (b) εext

xx = +0.027 and εext
xx = −0.029,

(c) εext
xx = +0.020 and εext

xx = −0.030.

deformation of the hole near the single traction-free edge in Figs. 3.4 and 3.6, but

here such deformation is observed on both sides (Fig. 3.8a). Note that deformations

are more pronounced near the left edge because the hole is closer to the left edge

and thus the interactions between the hole and its images become more dominant.

In Figs. 3.8b-c, we observe interactions between holes as well as interactions between

holes and their images, which is reflected in more pronounced deformations in the
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Figure 3.9: Deformation of elastic strips with holes and inclusions. (a-c) Schematic
images describing the initial undeformed shapes of structures with holes and the
direction of applied strain εext

xx . The Young’s modulus of the elastic matrix is E0 =
0.97 MPa and Poisson’s ratio is ν0 = 0.49. Holes are represented with white circles
and inclusions with orange circles (Einc = 2.9 GPa, νinc = 0.37). (a-c) For each
structure, we show contours of deformed holes, inclusions and traction-free edges
under tensile (left) and compressive (right) loads. Note that contours are only shown
in the vicinity of deformed holes and inclusions and they do not span the whole length
of samples. Dashed blue lines show the contours obtained with elastic multipole
method for nmax = 10 and kmax = 6. Red and green solid lines show the contours
obtained with experiments and linear finite element simulations, respectively. For all
samples the length was L = 100 mm and the thickness was 25 mm. The diameters
of all inclusions and holes were d = 8.00 mm. Other geometrical properties were:
(a) h = 7.06 mm, w = 12.75 mm, (b) h = 5.67 mm, a = 9.49 mm, w = 20.72 mm,
and (c) h = 7.56 mm, a = 9.57 mm, w = 19.97 mm. Tensile and compressive loads
were: (a) εext

xx = +0.250 and εext
xx = −0.250, (b) εext

xx = +0.034 and εext
xx = −0.033,

(c) εext
xx = +0.038 and εext

xx = −0.033.

regions, where holes are close to each other, and in the regions, where holes are close

to the outer edges of the strip.

In Fig. 3.9 we repeated the analysis, where for each sample one of the holes was

filled with a PMMA rod that was glued to the elastic matrix with a cyanoacrylate

adhesive. Compared to the base elastic matrix with Young’s modulus E0 = 0.97 MPa,

the PMMA inclusion is very rigid (Einc = 2.9 GPa). This is reflected in the contours

of deformed samples, where inclusions remain circular, while holes and traction-free
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Figure 3.10: Equivalent von Mises strain fields εvM were obtained with elastic multi-
pole method (nmax = 10, kmax = 6) and linear finite element simulations. The values
of the strain fields εvM were normalized with the value of the equivalent von Mises
strain εext

vM = |εext
xx | due to the external load. The geometrical properties and the

magnitudes of applied loads for the samples in (a-f) were the same as in Figs. 3.8
and 3.9. For each of the samples in (a-f), four marked points A-D were chosen for
the quantitative comparison of strains εvM. See Table 3.4 for details.

edges are deformed (see Fig. 3.9a-c). We observe interactions between holes and

inclusions as well as interactions between them and their images, which is reflected

in more pronounced deformations in the regions, where holes are close to inclusions,

and in the regions, where holes and inclusions are close to the outer edges of the strip.

Note that for a narrow elastic strip with a single inclusion (see Fig. 3.9a) we had to

apply a very large compressive/tensile strain of εext
xx = ±25% to observe a notable

deformation of the outer edges of the strip in the vicinity of inclusion. At such large

compressive/tensile loads there was a failure of the glue between the PMMA rod
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Table 3.4: Quantitative comparison for the values of equivalent von Mises strains εvM

normalized with the value for the applied external load εext
vM = |εext

xx | at points A-D
for 6 different samples defined in Fig. 3.10 obtained with elastic multipole method
(EMP) and finite element simulations (FEM). The relative percent errors between

the EMP and FEM were calculated as ε = 100× |ε(EMP)
vM − ε(FEM)

vM |/ε(FEM)
vM .

points

sample (a) sample (b) sample (c)

strain εvM/ε
ext
vM strain εvM/ε

ext
vM strain εvM/ε

ext
vM

EMP FEM ε(%) EMP FEM ε(%) EMP FEM ε(%)

A 0.439 0.454 3.3 0.875 0.883 0.9 0.675 0.692 2.4

B 5.740 6.077 5.5 0.331 0.330 0.2 1.301 1.245 4.5

C 3.783 3.746 1.0 4.561 4.562 0.0 3.311 3.203 3.4

D 0.971 0.984 1.3 5.760 5.803 0.7 4.188 4.308 2.8

points

sample (d) sample (e) sample (f)

strain εvM/ε
ext
vM strain εvM/ε

ext
vM strain εvM/ε

ext
vM

EMP FEM ε(%) EMP FEM ε(%) EMP FEM ε(%)

A 1.168 1.154 1.2 1.002 0.952 5.3 1.045 1.005 4.0

B 0.643 0.612 5.0 0.231 0.223 3.6 1.190 1.135 4.9

C 0.273 0.283 3.6 3.443 3.497 1.5 0.496 0.524 5.3

D 1.014 1.004 0.9 1.955 2.020 3.2 2.166 2.141 1.2

and the elastic matrix as well as between the elastic matrix and the outer aluminum

plates at the two ends of the strip. Thus we were not able to perform experiments in

this case. Note that the strip edges near the rigid inclusion (Fig. 3.9a) bulge in the

opposite direction than the strip edges near holes (e.g. Fig. 3.8a), which is related to

the opposite sign of amplitudes of induced quadrupoles as discussed in the previous

chapter 2.

Furthermore, in Fig. 3.10 we compared the equivalent von Mises strain obtained

with elastic multipole method and linear finite element simulations for all 6 samples

described above (see Figs. 3.8 and. 3.9). The strain fields obtained with the two

methods agree very well. Note that we were unable to obtain strain fields in experi-

ments because of the delamination of the spray-painted speckle pattern near the edges

of the strip, which is required for DIC analysis. We observe large strain concentrations

in regions where holes are close to the traction-free edges, inclusions and other holes.

In contrast, we observe reduced strains in regions where inclusions are close to free
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Figure 3.11: The normalized errors for (a) displacements εdisp(nmax, kmax) and
(b) stresses εstress(nmax, kmax) as defined in Eq. (3.27) for the deformation of an elastic
strip with a single hole (see Fig. 3.8a).

edges. The quantitative comparison of strains at four different point A-D (marked

in Fig. 3.10) showed a relative error of 0-6% (see Table 3.4). The relative error was

the largest in the regions that were affected by the bending of strips in finite element

simulations, which was neglected in the elastic multipole method.

Finally, we also comment on the convergence analysis for spatial distributions of

displacements u(nmax,kmax)(x, y) and von Mises stresses σ
(nmax,kmax)
vM (x, y) as a function

of the numbers nmax for the maximum degree of induced multipoles and kmax for the

maximum number of images. Displacements and von Mises stresses were evaluated

at Np discrete points (xi, yj) = (iR/50, jw/200), where i ∈ {−250,−249, . . . , 250}

and j ∈ {−100,−99, . . . , 100} and grid points that lie inside holes and inclusions

were excluded. Here, R is the radius of holes and w is the width of the strip. The

normalized errors for displacements εdisp(nmax, kmax) and stresses εstress(nmax, kmax)

were obtained by calculating the relative changes of spatial distributions of displace-

ments and von Mises stresses when the maximum degree nmax of induced multipoles

and the maximum number kmax of images are both increased by one. The normalized

errors are given by [129]

εdisp(nmax, kmax) =√√√√∑
i,j

(
u(nmax+1,kmax+1)(xi, yj)− u(nmax,kmax)(xi, yj)

)2
Np(d σext

vM/E0)2
, (3.27a)
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εstress(nmax, kmax) =√√√√√∑
i,j

(
σ

(nmax+1,kmax+1)
vM (xi, yj)− σ(nmax,kmax)

vM (xi, yj)
)2

Np(σext
vM)2

. (3.27b)

Here, displacements and von Mises stresses are normalized with the characteristic

scales dσext
vM/E0 and σext

vM, respectively, where d is the diameter of holes, σext
vM = |σext

xx |

is the value of von Mises stress due to external load, and E0 is the Young’s modulus

of the surrounding elastic matrix. The normalized errors are plotted in Fig. 3.11

for the elastic strip with one hole (see Fig. 3.8a). As the maximum degree nmax

of induced multipoles and the maximum number kmax of images are increased, the

normalized errors for displacements εdisp(nmax, kmax) and stresses εstress(nmax, kmax)

decrease exponentially. As discussed in Section 3.2.1 and in Ref. [49] a higher number

nmax is needed when either holes and inclusions are close to each other or when holes

and inclusions are close to the boundary. For sufficiently large nmax, the errors are

quite low already for kmax = 1 (see Fig. 3.11), because the most dominant interactions

occur with the nearest image. The errors can then be further reduced by increasing

the number of images kmax.

3.2.3 Inclusions in a semi-infinite elastic matrix with prescribed

displacements along the outer boundary of the elastic

matrix

In this section, we consider the deformation of a semi-infinite elastic matrix (y < yb)

with embedded circular holes and inclusions by prescribing uniform displacements

along the outer boundary of the elastic matrix. We follow the same procedure as

described in Section 3.2.1 for prescribed uniform tractions along the outer boundary

of the elastic matrix. Deformation of the elastic matrix induces elastic multipoles at

the centers of holes and inclusions, which further induce image multipoles in order
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to satisfy boundary conditions at the outer edge. The first step is thus to find the

appropriate Airy stress functions for image multipoles. As described in Section 3.1,

it is sufficient to find the Airy stress function for the image of disclination, which can

then be used to derive expressions for the Airy stress functions that correspond to

images for all other elastic multipoles.

Thus we first consider a semi-infinite elastic medium with Young’s modulus E0 and

Poisson’s ratio ν0 filling half-space y < yb with a disclination with charge s at position

x0 = (x0, y0) = (x0, yb − h), which is at the distance h from the fixed edge at y = yb.

The Airy stress function χ(x) for this case can be found by solving the equation

∆∆χ = E0sδ(x − x0) with the boundary conditions ux(x, yb) = uy(x, yb) = 0. This

boundary condition can be achieved by bonding the elastic matrix to an infinitely

rigid material (E → ∞) on the half-plane (y > yb) at y = yb. Such a problem was

previously considered by Adeerogba in Ref. [137], who demonstrated that for the

eigenstresses in the elastic matrix described with the Airy stress function χ0(x, y),

boundary conditions at the fixed edge can be satisfied with the addition of the image

Airy stress function

I
[
χ0(x, y)

]
=

1

4

(
1

κ0

− κ0

)∫
dy

∫
dy∆χ0

(
x, 2yb − y

)
+

1

κ0

χ0

(
x, 2yb − y

)
− 2

κ0

(y − yb)
∂χ0

(
x, 2yb − y

)
∂y

+
1

κ0

(y − yb)2∆χ0

(
x, 2yb − y

)
,

(3.28)

where the value of Kolosov’s constant κ0 is (3 − ν0)/(1 + ν0) for plane stress and

3 − 4ν0 for plane strain condition [1]. The above operator in Eq. (3.28) works for

all elastic multipoles except for the disclination (topological monopole), for which it

produces additional uniform stress that has to be subtracted. For the disclination

with charge s at position x0 with the Airy stress function χm(x − x0|s) = E0s
8π
|x −

x0|2
(

ln |x − x0| − 1/2
)
, we obtain the Airy stress function for its image at position
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x∗0 = (x∗0, y
∗
0) = (x0, yb + h) as

8πκ0

E0s
I
[
χm(x− x0|s)

]
=r∗2 ln r∗ +

(5 + 2κ0 + κ2
0)

8
r∗2

+
(−9− κ0 − 7κ2

0 + κ3
0)

16
r∗2 cos(2ϕ∗)

− (1− κ2
0)

2
r∗2 ln r∗ cos(2ϕ∗)

+
(1− κ2

0)

2
r∗2ϕ∗ sin(2ϕ∗)

+ 4hr∗ ln r∗ sinϕ∗ + 4h2 ln r∗,

(3.29)

where (r∗i =
√

(x− x∗0)2 + (y − y∗0)2, ϕ∗i = arctan[(y− y∗0)/(x−x∗0)]) are polar coordi-

nates centered at the image of the disclination. Note that the terms r∗2 ln r∗ cos(2ϕ∗)

and r∗2ϕ∗ sin(2ϕ∗) are absent in the Michell solution for the biharmonic equation [39],

but their difference r∗2 cos(2ϕ∗) ln r∗ − r∗2ϕ∗ sin(2ϕ∗) is harmonic and thus satisfies

the biharmonic equation. The images for all other multipoles can be obtained by

using the operator in Eq. (3.28) or by taking appropriate derivatives of the Airy

stress function for the image of disclination as demonstrated in Section 3.1.

Now, let us consider a 2D semi-infinite elastic matrix with the Young’s modulus

E0 and the Poisson’s ratio ν0 filling the half-space y < yb subjected to external strain

(εext
xx , εext

yy ). Embedded in the elastic matrix are N circular inclusions with radii Ri

centered at positions xi = (xi, yi) = (xi, yb−hi) with Young’s moduli Ei and Poisson’s

ratios νi, where i ∈ {1, . . . , N} and hi is the distance between the center of the ith

inclusion and the displacement-controlled edge at y = yb. Holes are described with

the zero Young’s modulus (Ei = 0).

The external strain (εext
xx , εext

yy ) can be described with the equivalent external

stresses σext
xx = E0

(1−ν2
0 )

[
εext
xx + ν0ε

ext
yy

]
, σext

yy = E0

(1−ν2
0 )

[
εext
yy + ν0ε

ext
xx

]
for plane stress

condition and with stresses σext
xx = E0

(1+ν0)(1−2ν0)

[
(1− ν0)εext

xx + ν0ε
ext
yy

]
, σext

yy =

E0

(1+ν0)(1−2ν0)

[
(1− ν0)εext

yy + ν0ε
ext
xx

]
for plane strain condition. External load repre-

sented with the Airy stress function χext(x, y) = 1
2
σext
xx y

2 + 1
2
σext
yy x

2 then induces
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elastic multipoles at the centers of inclusions and holes. The Airy stress function

χout

(
ri, ϕi|ai,out

)
outside the ith inclusion due to the induced multipoles can be

expanded as shown in Eq. (3.8), where the origin of polar coordinates (ri, ϕi)

is at the center xi of the ith inclusion and the set of amplitudes of induced

multipoles is ai,out = {Ai,0, Ai,1, . . . , Bi,1, Bi,2, . . . , Ci,2, Ci,3, . . . , Di,2, Di,3, . . . }. The

induced elastic multipoles at the center of the ith inclusion then further induce

image multipoles at position x∗i = (x∗i , y
∗
i ) = (xi, yb + hi) to satisfy boundary

conditions at the edge (ux(x, yb) = xεext
xx , uy(x, yb) = ybε

ext
yy ). The Airy stress

function I
[
χout

(
ri, ϕi|ai,out

)]
of image multipoles due to the ith inclusion can be

expanded as shown in Eq. (3.9), where the set of amplitudes of image multipoles

is a∗i,out = {A∗i,0, A∗i,1, . . . , B∗i,0, B∗i,1, . . . , C∗i,2, C∗i,3, . . . , D∗i,2, D∗i,3, . . . }. The amplitudes

a∗i,out of image multipoles can be obtained with the help of the image operator in

Eq. (3.28) and they are related to the amplitudes of induced multipoles ai,out for the

ith inclusion as

A∗i,n =



+ 1
κ0
Ai,0 +

(
− 1
κ0

+ κ0

)
Ci,2, n = 0,

+ (n+1)
κ0

Ai,n + 1
n

(
(n+1)2

κ0
− κ0

)
Ci,n+2

+2(n−1)
κ0

hi
Ri
Bi,n−1

+2(2n+1)
κ0

hi
Ri
Di,n+1

−4(n−1)
κ0

h2
i

R2
i
Ci,n,

n ≥ 1,

(3.30a)
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B∗i,n =



(
− 1
κ0

+ κ0

)
Di,2, n = 0,

− 2
κ0
Bi,1 −

(
4
κ0
− κ0

)
Di,3

− 2
κ0

hi
Ri
Ai,0

+ 6
κ0

hi
Ri
Ci,2,

n = 1,

− (n+1)
κ0

Bi,n − 1
n

(
(n+1)2

κ0
− κ0

)
Di,n+2

+2(n−1)
κ0

hi
Ri
Ai,n−1

+2(2n+1)
κ0

hi
Ri
Ci,n+1

+4(n−1)
κ0

h2
i

R2
i
Di,n,

n ≥ 2,

(3.30b)

C∗i,n =



− 1
κ0
Ci,2 + 1

κ0
Ai,0, n = 2,

− (n−1)
κ0

Ci,n − (n−2)
κ0

Ai,n−2

−2(n−2)
κ0

hi
Ri
Di,n−1,

n ≥ 3,

(3.30c)

D∗i,n =


+ (n−1)

κ0
Di,n + (n−2)

κ0
Bi,n−2

−2(n−2)
κ0

hi
Ri
Ci,n−1,

n ≥ 2. (3.30d)

The total Airy stress function χtot
out

(
x, y|aout

)
outside all inclusions is then the sum of

contributions due to external load, χext(x, y), due to induced multipoles at the center

of the ith inclusion, χout

(
ri, ϕi|ai,out

)
, and due to their images, I

[
χout

(
ri, ϕi|ai,out

)]
,

as shown in Eq. (3.11). We also expand the induced Airy stress function inside the

ith inclusion χin

(
ri, ϕi|ai,in

)
, as shown in Eq. (3.12), and define the total Airy stress

function χtot
in

(
ri, ϕi|ai,in

)
inside the ith inclusion, which also includes the effect of

external load, χext(x, y) as shown in Eq. (3.13). The rest of the steps are the same as

those described in Section 3.2.1. The amplitudes of induced multipoles ai,out and ai,in

are obtained by satisfying the boundary conditions that tractions and displacements
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Figure 3.12: Deformation of a circular hole near a straight rigid edge under external
strain. (a) Schematic image describing the initial undeformed shape of the structure
and the direction of applied strain εext

yy = −0.15 (εext
xx = 0). The Poisson’s ratio

for the elastic matrix was ν0 = 0.30. (b-d) Contours of deformed holes for R/h =
0.25, 0.5, and 0.7, where R is the hole radius and h is the distance between the
center of the hole and the rigid edge. Dashed blue lines show the contours obtained
with elastic multipole method for nmax = 10. Green solid lines show the contours
obtained with linear finite element simulations. As a reference, we include black
solid lines that correspond to the undeformed configurations of holes at their original
positions. (e-f) Equivalent von Mises strain fields εvM for the case withR/h = 0.7 were
obtained with (e) elastic multipole method (nmax = 10) and (f) linear finite element
simulations. Strain fields were normalized with the value of the equivalent von Mises
strain εext

vM = |εext
yy | imposed by external loads. Four marked points A-D were chosen

for the quantitative comparison of strains εvM. See Table 3.5 for details. (g) The
normalized errors for displacements εdisp(nmax) (blue lines) and stresses εstress(nmax)
(green lines) are defined in Eq. (3.22).

are continuous across the circumference of each inclusion in Eq. (3.14), which can be

converted to the matrix equation similar to that in Eq. (3.21).

The elastic multipole method described above was tested for one circular hole

of radius R embedded in a semi-infinite plate (y < 0) subjected to uniaxial strain
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εext
yy = −0.15 under plane stress condition (see Fig. 3.12a). Three different values

of the separation distance h between the center of the hole and the rigid edge were

considered: h = 4R, h = 2R, and h = R/0.7. In Fig. 3.12b-d, we show the contours

of deformed holes for different values of the separation distance h of the hole from

the rigid edge, where we set nmax = 10. When the hole is far away from the edge

(h = 4R) its deformed shape is elliptical because the interaction of hole with its image

is very weak (see Fig. 3.12b). However, when the hole is moved closer to the rigid

edge (h = 2R, h = R/0.7), its deformed shape deviates from the ellipse, because

the hole interacts more strongly with its image (see Fig. 3.12c,d). In particular, for

h = R/0.7, the portion of the contour of the deformed hole facing the rigid edge

overlaps with that of the undeformed hole, whereas the portion of the circumference

of the deformed hole facing away from the rigid edge is still elliptical. This occurs

because displacements near the rigid edge are very small.

The normalized errors obtained from the convergence analysis for displacements

εdisp(nmax) and stresses εstress(nmax) are evaluated according to Eq. (3.22) and they are

plotted in Fig. 3.12g. As the maximum degree nmax of induced multipoles is increased,

the normalized errors decrease exponentially and they decrease more slowly when the

hole is brought close to the rigid edge and their interaction with its image becomes

important (see Fig. 3.12d).

Results from the elastic multipole method are compared with linear finite element

simulations on a rectangular domain of size 800R × 400R with prescribed displace-

ments along the boundary (see Appendix B.1 for details). The contours of deformed

holes in simulations matched very well with those obtained with the elastic multipole

method with nmax = 10 (Fig. 3.12b-d). We also compared the equivalent von Mises

strain fields εvM (see Eq. (3.23)) obtained with elastic multipole method (Fig. 3.12e)

and linear finite elements (Fig. 3.12f). The agreement between the two strain fields

is very good and the quantitative comparison of strains at four different points A-
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Table 3.5: Quantitative comparison for the values of equivalent von Mises strains εvM

normalized with the value for the applied external load εext
vM = |εext

yy | at points A-D
(defined in Fig. 3.12) in compressed samples with one hole near a rigid edge obtained
with elastic multipole method (EMP) and finite element simulations (FEM). The

relative percent errors between EMP and FEM were calculated as 100 × (ε
(EMP)
vM −

ε
(FEM)
vM )/ε

(FEM)
vM .

points
strain εvM/ε

ext
vM

EMP FEM ε(%)

A 0.22208 0.22232 0.11

B 1.48299 1.48307 0.02

C 0.55360 0.55369 0.01

D 1.01509 1.01508 0.00

D (marked in Fig. 3.12e,f) showed a relative error of only ∼ 0.1% (see Table 3.5),

which is much smaller than errors for the example with one hole near the traction-free

edge in Section 3.2.1. This is because the sample of size ≈ 25R × 25R was used for

linear finite element simulations to match the size of the experimental sample for the

traction-free edge case, but here we used a much larger sample of size 800R× 400R,

which better approximates semi-infinite elastic matrix that is analyzed with the elastic

multipole method. Moreover, the hole was further away from the rigid edge than for

the traction-free case in Section 3.2.1, which results in lower amplitudes of induced

higher-order multipoles.

Note that we tried to perform experiments for this case as well by gluing the edge

to aluminum plates. Upon compression of the sample, we observed a pronounced out-

of-plane deformation in the vicinity of the hole, which is not captured by the elastic

multipole method and by 2D linear finite element simulations. Hence, we skipped the

comparison with experiments in this case.

3.2.4 Inclusions in deformed elastic disks

In this section we consider the deformation of an elastic disk with embedded circular

holes and inclusions by prescribing three different types of boundary conditions at
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(b)(a)

Figure 3.13: Image charges in electrostatics and elasticity for circular geometry. (a) A
point electric charge q (green) at distance ` from the center of a circular conductive
shell with radius R (dashed blue line) induces an opposite image charge I(q) = −q
(red) at the inverse point at distance `∗ = R2/` to satisfy the boundary condition
that the electric field lines (black lines) are orthogonal to the conductive shell. (b) A
disclination with charge s (green) embedded in an elastic disk near a traction-free
edge induces an image charge I(s) (red) at the inverse point to satisfy the boundary
conditions at the edge, where tractions must vanish (σrr = σrϕ = 0).

the outer edge of the disk: hydrostatic stress (σrr 6= 0, σrϕ = 0), no-slip condition

(ur 6= 0, uϕ = 0), and slip condition (ur 6= 0, σrϕ = 0). Physically, the hydrostatic

boundary condition corresponds to the uniform pressure applied on the boundary.

The no-slip boundary condition corresponds to prescribing a uniform radial displace-

ment without any slipping in the tangential direction, i.e. tangential displacements

are zero. Finally, the slip boundary condition corresponds to the uniform radial

displacement with slipping in the tangential direction, i.e. the boundary tangential

force is zero. As described in previous sections, the deformation of the elastic matrix

induces elastic multipoles at the centers of holes and inclusions, which further induce

image multipoles to satisfy boundary conditions at the outer edge of the disk.

Image charges in circular geometries have been considered in electrostatics, where

it is known that a charge q inside a conductive circular shell of radius R induces an

image charge −q at the inverse point (see Fig. 3.13a) [121, 48], where the charge and

the image charge are located along the same radial line and their distances to the

center of the conductive circular shell are ` and `∗ = R2/`, respectively. Similarly, a
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disclination with charge s embedded inside an elastic disk induces image disclination

at the inverse point to satisfy boundary conditions at the edge of the elastic disk (see

Fig. 3.13b). Using the method described below, we can show that for a disclination

with the Airy stress function χm(r0, ϕ0|s) = E0s
8π
r2

0(ln r0 − 1/2) embedded inside an

elastic disk with Young’s modulus E0 and traction-free boundary (σrr = σrϕ = 0),

the induced image charge is described with the Airy stress function I[χm(r0, ϕ0|s)] =

E0s
8π

[
− r∗02(ln r∗0 − 1/2)− 2(`∗ − `)r∗0 ln r∗0 cos(ϕ∗ − θ)− (`∗ − `)2 ln r∗0 − (1− `2/R2 +

2 ln(`/R))r∗0
2/2
]
. Here, the origins of polar coordinates (r, ϕ), (r0, ϕ0), and (r∗0, ϕ

∗
0)

are at the center of the elastic disk, at the position of disclination (r = `, ϕ = θ), and

at the position of its image (r = `∗, ϕ = θ), respectively. The expressions for the Airy

stress functions for images of all other multipoles can then be obtained similarly as

discussed in Section 3.1 or by using the compact expression for the image operator I

that was derived by Ogbonna in Ref. [139]. While compact analytical expressions for

the images of disclination are possible to obtain for traction-free and no-slip boundary

conditions, this is not possible for the slip boundary condition. Below we describe

how images multipoles can be systematically obtained for all boundary conditions by

following the standard procedure from electrostatics [48].

Now, let us consider a 2D elastic disk of radius R with the Young’s modulus

E0 and the Poisson’s ratio ν0. Embedded in the disk are N circular inclusions of

radii Ri with Young’s moduli Ei, Poisson’s ratios νi, where i ∈ {1, . . . , N}. They

are centered at positions xi = (r = `i, ϕ = θi), where `i is the distance from the

center of the ith inclusion to the center of the disk. Holes are described with the zero

Young’s modulus (Ei = 0). As discussed above, we consider three different loading

conditions: hydrostatic stress (σrr(r = R,ϕ) = σext
rr , σrϕ(r = R,ϕ) = 0), no-slip

condition (ur(r = R,ϕ) = uext
r , uϕ(r = R,ϕ) = 0), and slip condition (ur(r = R,ϕ) =

uext
r , σrϕ(r = R,ϕ) = 0). In the absence of inclusions, all 3 loading conditions are

equivalent, i.e., they produce identical isotropic deformation (displacements, stresses)
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of disk described with the Airy stress function χext(r, ϕ) = 1
2
σext
rr r

2, where the radial

displacement uext
r at the edge of the disk is related to the radial stress σext

rr as uext
r =

(κ0 − 1)σext
rr R/(4µ0). Here µ0 = E0/[2(1 + ν0)] is the shear modulus and the value of

Kolosov’s constant κ0 for plane stress is κ0 = (3− ν0)/(1 + ν0) and for plane strain is

κ0 = 3− 4ν0.

External stress induces elastic multipoles at the centers of inclusions. Thus the

Airy stress function outside the ith inclusion due to the induced multipoles can be

expanded as

χout

(
ri, ϕi|ai,out

)
=Ai,0R

2
i ln

(
ri
Ri

)
+
∞∑
n=1

R2
i

(
ri
Ri

)−n [
Ai,n cos(nϕi) +Bi,n sin(nϕi)

]
+
∞∑
n=2

R2
i

(
ri
Ri

)−n+2 [
Ci,n cos(nϕi) +Di,n sin(nϕi)

]
,

(3.31)

where the origin of polar coordinates (ri, ϕi) is at the center xi of the ith inclu-

sion with radius Ri and the set of amplitudes of induced multipoles is ai,out =

{Ai,0, Ai,1, . . . , Bi,1, Bi,2, . . . , Ci,2, Ci,3, . . . , Di,2, Di,3, . . . }. To satisfy boundary condi-

tions at the outer edge of disk these multipoles further induce image multipoles

I
[
χout

(
ri, ϕi|ai,out

)]
. Since the boundary conditions have to be satisfied at the outer

edge of the elastic disk, it is more convenient to expand all Airy stress functions with

respect to the polar coordinates (r, ϕ) centered at the origin of the disk. Polar coor-

dinates (ri, ϕi) centered at the ith inclusion can be expressed in terms of polar coor-

dinates centered at the disk as ri(r, ϕ) =
(
r2 + `2

i − 2r`i cos(ϕ− θi)
)1/2

and ϕi(r, ϕ) =

π + θi − arctan
[(
r sin(ϕ− θi)

)
/
(
`− r cos(ϕ− θi)

)]
. Since we are interested in the

region where r → R we expand the Airy stress functions χout

(
ri(r, ϕ), ϕi(r, ϕ)|ai,out

)
in terms of powers of `i/r < 1 as

χout

(
ri(r, ϕ), ϕi(r, ϕ)|ai,out

)
=χout

(
r, ϕ|adi,out

)
, (3.32)
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χout

(
ri(r, ϕ), ϕi(r, ϕ)|ai,out

)
=Adi,0R

2
i ln

(
r

Ri

)
+
∞∑
n=1

R2
i

(
r

Ri

)−n [
Adi,n cos(nϕ) +Bd

i,n sin(nϕ)
]

+
∞∑
n=2

R2
i

(
r

Ri

)−n+2 [
Cd
i,n cos(nϕ) +Dd

i,n sin(nϕ)
]
,

where the amplitudes adi,out = {Adi,0, Adi,1, . . . , Bd
i,1, B

d
i,2, . . . , C

d
i,2, C

d
i,3, . . . , D

d
i,2, C

d
i,3, . . . }

relative to the center of disk are related to the amplitudes ai,out relative to the center

of the ith inclusion as

Adi,n =



Ai,0, n = 0,

+

n∑
m=1

(
n− 1

m− 1

)(
`i
Ri

)n−m [
Ai,m cos

(
(n−m)θi

)
−Bi,m sin

(
(n−m)θi

)]
+

n+1∑
m=2

(
n− 1

m− 2

)(
`i
Ri

)n−m+2 [
− Ci,m cos

(
(n−m)θi

)
+Di,m sin

(
(n−m)θi

)]
− 1

n

(
`i
Ri

)n
Ai,0 cos(nθi),

n ≥ 1,

(3.33a)

Bdi,n =



+

n∑
m=1

(
n− 1

m− 1

)(
`i
Ri

)n−m [
Ai,m sin

(
(n−m)θi

)
+Bi,m cos

(
(n−m)θi

)]
+

n+1∑
m=2

(
n− 1

m− 2

)(
`i
Ri

)n−m+2 [
− Ci,m sin

(
(n−m)θi

)
−Di,m cos

(
(n−m)θi

)]
− 1

n

(
`i
Ri

)n
Ai,0 sin(nθi),

n ≥ 1 ,

(3.33b)

Cdi,n =

{
n∑

m=2

(
n− 2

m− 2

)(
`i
Ri

)n−m [
Ci,m cos

(
(n−m)θi

)
−Di,m sin

(
(n−m)θi

)]
, n ≥ 2 ,

(3.33c)

Di,n =

{
n∑

m=2

(
n− 2

m− 2

)(
`i
Ri

)n−m [
Ci,m sin

(
(n−m)θi

)
+Di,m cos

(
(n−m)θi

)]
, n ≥ 2 .

(3.33d)

Image multipoles I[χout

(
ri(r, ϕ), ϕi(r, ϕ)|ai,out

)
] for the ith inclusion are at positions

x∗i = (r = `∗i , ϕ = θi), where `∗i = R2/`i > R. Thus their Airy stress function is
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expanded in terms of powers r/`∗i as

I[χout

(
ri(r, ϕ), ϕi(r, ϕ)|ai,out

)
] =χin

(
r, ϕ|a∗di,out

)
,

I[χout

(
ri(r, ϕ), ϕi(r, ϕ)|ai,out

)
] =c∗di,0r

2 +
∞∑
n=2

R2
i

(
r

Ri

)n [
a∗di,n cos(nϕ) + b∗di,n sin(nϕ)

]
+
∞∑
n=1

R2
i

(
r

Ri

)n+2 [
c∗di,n cos(nϕi) + d∗di,n sin(nϕ)

]
,

(3.34)

where the amplitudes of image multipoles relative to the disk center are a∗di,out =

{a∗di,2, a∗di,3, . . . , b∗di,2, b∗di,3, . . . , c∗di,0, c∗di,1, . . . , d∗di,1, d∗di,2, . . . } and factors of `∗i /Ri are absorbed

in the amplitudes a∗di,out. The amplitudes of image multipoles a∗di,out are related to

the amplitudes of induced multipoles adi,out, such that the boundary conditions for

tractions and displacements at the edge of the disk are satisfied. To evaluate tractions

and displacements at the edge we define the total Airy stress function outside all

inclusions as

χtot
out

(
r, ϕ|aout

)
=χext(r, ϕ) +

N∑
i=1

χout

(
ri(r, ϕ), ϕi(r, ϕ)|ai,out

)
+

N∑
i=1

I
[
χout

(
ri(r, ϕ), ϕi(r, ϕ)|ai,out

)]
,

χtot
out

(
r, ϕ|aout

)
=χext(r, ϕ) +

N∑
i=1

R2
i

[
Adi,0 ln

(
r

Ri

)
+ c∗di,0

(
r

Ri

)2
]

+
N∑
i=1

∞∑
n=1

R2
i

[
Adi,n

(
r

Ri

)−n
+ Cd

i,n

(
r

Ri

)−n+2

+ a∗di,n

(
r

Ri

)n
+ c∗di,n

(
r

Ri

)n+2
]

cos(nϕ)

+
N∑
i=1

∞∑
n=1

R2
i

[
Bd
i,n

(
r

Ri

)−n
+Dd

i,n

(
r

Ri

)−n+2

+ b∗di,n

(
r

Ri

)n
+ d∗di,n

(
r

Ri

)n+2
]

sin(nϕ),
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where we set a∗di,1 = b∗di,1 = Cd
i,1 = Dd

i,1 = 0. With the help of Table 3.1, we then

evaluate tractions and displacements as

σout
tot,rr(r = R,ϕ|aout) =σext

rr +

N∑
i=1

[
Adi,0

(
R

Ri

)−2

+ 2c∗di,0

]

+

N∑
i=1

∞∑
n=1

[
−n(n+ 1)Adi,n

(
R

Ri

)−n−2

− (n− 1)(n+ 2)Cdi,n

(
R

Ri

)−n
−n(n− 1)a∗di,n

(
R

Ri

)n−2

− (n+ 1)(n− 2)c∗di,n

(
R

Ri

)n]
cos(nϕ)

+

N∑
i=1

∞∑
n=1

[
−n(n+ 1)Bdi,n

(
R

Ri

)−n−2

− (n− 1)(n+ 2)Dd
i,n

(
R

Ri

)−n
−n(n− 1)b∗di,n

(
R

Ri

)n−2

− (n+ 1)(n− 2)d∗di,n

(
R

Ri

)n]
sin(nϕ),

(3.35a)

σout
tot,rϕ(r = R,ϕ|aout) = +

N∑
i=1

∞∑
n=1

[
−n(n+ 1)Adi,n

(
R

Ri

)−n−2

− n(n− 1)Cdi,n

(
R

Ri

)−n
+n(n− 1)a∗di,n

(
R

Ri

)n−2

+ n(n+ 1)c∗di,n

(
R

Ri

)n]
sin(nϕ)

+

N∑
i=1

∞∑
n=1

[
n(n+ 1)Bdi,n

(
R

Ri

)−n−2

+ n(n− 1)Dd
i,n

(
R

Ri

)−n
−n(n− 1)b∗di,n

(
R

Ri

)n−2

− n(n+ 1)d∗di,n

(
R

Ri

)n]
cos(nϕ),

(3.35b)

2µ0

R
uout

tot,r(r = R,ϕ|aout) =
2µ0

R

(
uext
r + ux cosϕ+ uy sinϕ

)
+

N∑
i=1

[
−Adi,0

(
R

Ri

)−2

+ (κ0 − 1)c∗di,0

]

+

N∑
i=1

∞∑
n=1

[
nAdi,n

(
R

Ri

)−n−2

+ (κ0 + n− 1)Cdi,n

(
R

Ri

)−n
−na∗di,n

(
R

Ri

)n−2

+ (κ0 − n− 1)c∗di,n

(
R

Ri

)n]
cos(nϕ)

+

N∑
i=1

∞∑
n=1

[
nBdi,n

(
R

Ri

)−n−2

+ (κ0 + n− 1)Dd
i,n

(
R

Ri

)−n
−nb∗di,n

(
R

Ri

)n−2

+ (κ0 − n− 1)d∗di,n

(
R

Ri

)n]
sin(nϕ)

(3.35c)

2µ0

R
uout

tot,ϕ(r = R,ϕ|aout) =
2µ0

R
(−ux sinϕ+ uy cosϕ)

+

N∑
i=1

∞∑
n=1

[
nAdi,n

(
R

Ri

)−n−2

− (κ0 − n+ 1)Cdi,n

(
R

Ri

)−n
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+na∗di,n

(
R

Ri

)n−2

+ (κ0 + n+ 1)c∗di,n

(
R

Ri

)n]
sin(nϕ)

+

N∑
i=1

∞∑
n=1

[
−nBdi,n

(
R

Ri

)−n−2

+ (κ0 − n+ 1)Dd
i,n

(
R

Ri

)−n
−nb∗di,n

(
R

Ri

)n−2

− (κ0 + n+ 1)d∗di,n

(
R

Ri

)n]
cos(nϕ),

(3.35d)

where terms containing σext
rr and uext

r correspond to χext(r, ϕ), terms containing

Adi,n, B
d
i,n, C

d
i,n, D

d
i,n correspond to χout

(
ri, ϕi|ai,out

)
, and terms containing a∗di,n, b

∗d
i,n, c

∗d
i,n, d

∗d
i,n

correspond to I
[
χout

(
ri, ϕi|ai,out

)]
. We also included displacements ux and uy due

to a rigid body translation and introduced the shear modulus µi = Ei/[2(1 + νi)]

and the Kolosov’s constant κi for the ith inclusion, where the value of Kolosov’s

constants is κi = (3 − νi)/(1 + νi) for plane stress and κi = 3 − 4νi for plane strain

conditions [1]. Similarly, we define the shear modulus µ0 = E0/[2(1 + ν0)] and the

Kolosov’s constant κ0 for the elastic matrix of the disk.

For the hydrostatic stress boundary condition, we require that σout
tot,rr(r =

R,ϕ|aout) = σext
rr in Eq. (3.35a) and that σout

tot,rϕ(r = R,ϕ|aout) = 0 in Eq. (3.35b).

From this system of equations we obtain

a∗di,n =

{
−(n+ 1)

(
Ri
R

)2n

Adi,n − n
(
Ri
R

)2n−2

Cdi,n, n ≥ 2, (3.36a)

b∗di,n =

{
−(n+ 1)

(
Ri
R

)2n

Bd
i,n − n

(
Ri
R

)2n−2

Dd
i,n, n ≥ 2, (3.36b)

c∗di,n =


−1

2

(
Ri
R

)2

Adi,0, n = 0,

n

(
Ri
R

)2n+2

Adi,n + (n− 1)

(
Ri
R

)2n

Cdi,n, n ≥ 1,

(3.36c)

d∗di,n =

{
n

(
Ri
R

)2n+2

Bd
i,n + (n− 1)

(
Ri
R

)2n

Dd
i,n, n ≥ 1. (3.36d)

For the no-slip boundary condition, we require that uout
tot,r(r = R,ϕ|aout) = uext

r in

Eq. (3.35c) and that uout
tot,ϕ(r = R,ϕ|aout) = 0 in Eq. (3.35d). From this system of
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equations we obtain

a∗di,n =


1
κ0

(n+ 1)
(
Ri
R

)2n
Adi,n

+ 1
nκ0

(n2 + κ2
0 − 1)

(
Ri
R

)2n−2
Cd
i,n

, n ≥ 2, (3.37a)

b∗di,n =


1
κ0

(n+ 1)
(
Ri
R

)2n
Bd
i,n

+ 1
nκ0

(n2 + κ2
0 − 1)

(
Ri
R

)2n−2
Dd
i,n

, n ≥ 2, (3.37b)

c∗di,n =



1
(κ0−1)

Adi,0
(
Ri
R

)2 , n = 0,

− 1
κ0
n
(
Ri
R

)2n+2
Adi,n

− 1
κ0

(n− 1)
(
Ri
R

)2n
Cd
i,n

, n ≥ 1,

(3.37c)

d∗di,n =


− 1
κ0
n
(
Ri
R

)2n+2
Bd
i,n

− 1
κ0

(n− 1)
(
Ri
R

)2n
Dd
i,n

, n ≥ 1, (3.37d)

ux =
N∑
i=1

− 2

κ0

Ri

2µ0

(
Ri

R

)2

Adi,1, (3.37e)

uy =
N∑
i=1

− 2

κ0

Ri

2µ0

(
Ri

R

)2

Bd
i,1, (3.37f)

For the slip boundary conditions, we require that uout
tot,r(r = R,ϕ|aout) = uext

r in

Eq. (3.35c) and that σout
tot,rϕ(r = R,ϕ|aout) = 0 in Eq. (3.35b). From this system of

equations we obtain

a∗di,n =


(n+1)(κ0−1)

(κ0(n−1)+n+1)

(
Ri
R

)2n
Adi,n

+ 2nκ0

(κ0(n−1)+n+1)

(
Ri
R

)2n−2
Cd
i,n

, n ≥ 2, (3.38a)

b∗di,n =


(n+1)(κ0−1)

(κ0(n−1)+n+1)

(
Ri
R

)2n
Bd
i,n

+ 2nκ0

(κ0(n−1)+n+1)

(
Ri
R

)2n−2
Dd
i,n

, n ≥ 2, (3.38b)
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c∗di,n =



1
(κ0−1)

Adi,0
(
Ri
R

)2 , n = 0,

2n
(κ0(n−1)+n+1)

(
Ri
R

)2n+2
Adi,n

+ (n−1)(1−κ0)
(κ0(n−1)+n+1)

(
Ri
R

)2n
Cd
i,n

, n ≥ 1,

(3.38c)

d∗di,n =


2n

(κ0(n−1)+n+1)

(
Ri
R

)2n+2
Bd
i,n

+ (n−1)(1−κ0)
(κ0(n−1)+n+1)

(
Ri
R

)2n
Dd
i,n

, n ≥ 1, (3.38d)

ux =
N∑
i=1

(1− κ0)
Ri

2µ0

(
Ri

R

)2

Adi,1, (3.38e)

uy =
N∑
i=1

(1− κ0)
Ri

2µ0

(
Ri

R

)2

Bd
i,1. (3.38f)

Above we showed how the amplitudes for image multipoles a∗di,out relative to the

center of the disk are related to the amplitudes of induced multipoles adi,out, which can

be further expressed in terms of the amplitudes of induced multipoles ai,out relative to

the center of the ith inclusion by using Eq. (3.33). In principle we could also expand the

Airy stress function for the image multipoles I
[
χout

(
ri, ϕi|ai,out

)]
= χ∗out

(
r∗i , ϕ

∗
i |a∗i,out

)
in terms of polar coordinates (r∗i , ϕ

∗
i ) relative to the center x∗i of the image of the ith

inclusion as shown in Eq. (3.9) and we could also relate the amplitudes a∗di,out to the

amplitudes a∗i,out. However, we omit this step, because we never actually need to

evaluate the Airy stress functions I
[
χout

(
rj, ϕj|aj,out

)]
with respect to x∗i , but we

need to expand them around the center xi of the ith inclusion to evaluate boundary

conditions at the edge of that inclusion as was discussed in details in Section 3.2.1.
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The resulting expression is

I
[
χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)]
= χin

(
ri, ϕi|a∗ij,out

)
,

I
[
χout

(
rj(ri, ϕi), ϕj(ri, ϕi)|aj,out

)]
= c∗ij,0r

2
i

+
∞∑
n=2

R2
j

(
ri
Rj

)n [
a∗ij,n cos(nϕi) + b∗ij,n sin(nϕi)

]
+
∞∑
n=1

R2
j

(
ri
Rj

)n+2 [
c∗ij,n cos(nϕi) + d∗ij,n sin(nϕi)

]
,

(3.39)

where the amplitudes a∗ij,out of image multipoles relative to the center xi = (r = `i, ϕ =

θi) of fifth ith inclusion are related to the amplitudes a∗dj,out relative to the center of

disk as

a∗ij,n = +
∞∑
m=n

(
m

n

)(
`i
Rj

)m−n [
a∗dj,m cos

(
(n−m)θi

)
− b∗dj,m sin

(
(n−m)θi

)]
+

∞∑
m=n−1

(
m+ 1

n

)(
`i
Rj

)m−n+2 [
c∗dj,m cos

(
(n−m)θi

)
− d∗dj,m sin

(
(n−m)θi

)]
,

(3.40a)

b∗ij,n = +
∞∑
m=n

(
m

n

)(
`i
Rj

)m−n [
a∗dj,m sin

(
(n−m)θi

)
+ b∗dj,m cos

(
(n−m)θi

)]
+

∞∑
m=n−1

(
m+ 1

n

)(
`i
Rj

)m−n+2 [
c∗dj,m sin

(
(n−m)θi

)
+ d∗dj,m cos

(
(n−m)θi

)]
,

(3.40b)

c∗ij,n =
∞∑
m=n

(
m+ 1

n+ 1

)(
`i
Rj

)m−n [
c∗dj,m cos

(
(n−m)θi

)
− d∗dj,m sin

(
(n−m)θi

)]
,

(3.40c)

d∗ij,n =
∞∑
m=n

(
m+ 1

n+ 1

)(
`i
Rj

)m−n [
c∗dj,m sin

(
(n−m)θi

)
+ d∗dj,m cos

(
(n−m)θi

)]
.

(3.40d)

The rest of the steps are the same as in Section 3.2.1. We expand the induced

Airy stress function inside ith inclusion χin

(
ri, ϕi|ai,in

)
as shown in Eq. (3.12),
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where the set of amplitudes of induced multipoles is represented as ai,in =

{ai,2, ai,3, . . . , bi,2, bi,3, . . . , ci,0, ci,1, . . . , di,1, di,2, . . . }. We again define the total Airy

stress function χtot
in

(
x, y|ai,in

)
inside the ith inclusion, which also includes the effect of

the external load (χext) as shown in Eq. (3.13). The amplitudes of induced multipoles

ai,out and ai,in are obtained by satisfying the boundary conditions that tractions and

displacements are continuous across the circumference of each inclusion in Eq. (3.14),

which can be converted to a matrix equation similar to that in Eq. (3.21). The

only difference in this procedure is that we use the above Eq. (3.39) instead of

Eq. (3.18b) when expanding the Airy stress functions I
[
χout

(
rj, ϕj|aj,out

)]
for the

image multipoles around the center xi of the ith inclusion. To solve the matrix

equation numerically, we truncate the degrees of multipoles at nmax as discussed in

Section 3.2.1.

The elastic multipole method described above was tested for a compressed elastic

disk of diameter D with a single circular hole with diameter d = 0.20D for all

3 different boundary conditions discussed above under plane stress condition (see

Fig. 3.14). The distance between the center of the hole and the edge of disk was

h = 0.14D. In Fig. 3.14b-d, we show contours of deformed holes and disk boundaries

for (b) hydrostatic stress, (c) no-slip, and (d) slip boundary conditions obtained with

the elastic multipole method (nmax = 10), which match very well with the contours

obtained with linear finite element simulations (see Appendix B.1 for details). For

easier comparison between different boundary conditions, we chose the value of the

hydrostatic stress σext
rr = 8µ0u

ext
r /[D(κ0−1)] such that the pristine elastic disk without

holes would have the same displacement of the edge uext
r as was used for the no-slip

and slip boundary conditions, where µ0 = E0/[2(1 + ν0)] is the shear modulus and

κ0 = (3 − ν0)/(1 + ν0) is the Kolosov’s constant for plane stress condition. For the

hydrostatic stress boundary condition in Fig. 3.14b, we observe a pronounced defor-

mation in the region where the hole is close to the outer edge of the disk, which is
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(a) (b) (c) (d)

(e) (f) (g)

(h) (i) (j)

Figure 3.14: Deformation of a circular hole near the edge of a deformed elastic disk.
(a) Schematic image describing the initial undeformed shape of the structure and
the direction of applied deformation. The Poisson’s ratio for the elastic matrix was
ν0 = 0.49 and the Young’s modulus was E0. Hole is represented with the white
circle. Geometrical parameters are d/D = 0.20 and h/D = 0.14. (b-d) Contours
of deformed holes and disk boundaries for (b) hydrostatic stress (σext

rr = −0.098E0,
σext
rϕ = 0), (c) no-slip (uext

r = −0.025D, uext
ϕ = 0), and (d) slip (uext

r = −0.025D,
σext
rϕ = 0) boundary conditions. For all 3 cases, plane stress condition was used

with the Kolosov’s constant κ0 = (3 − ν0)/(1 + ν0). Dashed blue lines show the
contours obtained with elastic multipole method for nmax = 10. Green solid lines show
the contours obtained from linear finite element simulations. (e-g) Absolute values
of the amplitudes of induced multipoles aout at the center of hole obtained with
nmax = 10 for (e) hydrostatic stress, (f) no-slip, and (g) slip boundary conditions.
The amplitudes are normalized, such that Ãn = An/σ

ext
rr , B̃n = Bn/σ

ext
rr , C̃n =

Cn/σ
ext
rr , D̃n = Dn/σ

ext
rr . For the no-slip and slip boundary conditions we use the

relation σext
rr = 8µ0u

ext
r /[D(κ0 − 1)], where µ0 = E0/[2(1 + ν0)] is the shear modulus

of elastic material. The dark and light blue colored bars correspond to the positive
(An, Bn, Cn, Dn > 0) and negative (An, Bn, Cn, Dn < 0) amplitudes, respectively.
Note that the amplitudes B2m = D2m = A2m+1 = C2m+1 = 0 due to the symmetry of
the problem. (h-j) The normalized errors for displacements εdisp(nmax) (blue dashed
lines) and stresses εstress(nmax) (green solid lines) obtained from Eq. (3.41) for the
(h) hydrostatic stress, (i) no-slip, and (j) slip boundary conditions.
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similar to the case of one hole near the traction-free edge in Fig. 3.4. For the no-

slip boundary condition in Fig. 3.14c we observe that the hole remains circular in the

region where the hole is close to the outer edge of the disk, which is similar to the case

for one hole near the straight rigid edge in Fig. 3.12. For the slip boundary condition

in Fig. 3.14d we observe that the deformation of the hole is more pronounced in the

region where the hole is close to the outer edge of the disk, but this deformation is

not as striking as for the hydrostatic stress boundary condition in Fig. 3.14b.

These observations are also reflected in the amplitudes aout of induced multipoles

at the center of the hole (Fig. 3.14e-g). For the hydrostatic stress boundary condi-

tion, which results in the most pronounced deformation of the hole, the amplitudes of

induced multipoles decrease very slowly with the degree of multipoles (see Fig. 3.14e).

In contrast, the no-slip boundary condition results in the least pronounced deforma-

tion of the hole and the amplitudes of induced multipoles decrease much more rapidly

with the degree of multipoles (see Fig. 3.14f). The results for the slip boundary condi-

tion are somewhere in between (see Fig. 3.14g).

The convergence analysis for the spatial distributions of displacements u(nmax)(r, ϕ)

and von Mises stress σ
(nmax)
vM (r, ϕ) in the elastic multipole method was used to asses

how many multipoles are needed. Displacements and von Mises stresses were eval-

uated at Np discrete points (ri, ϕj) = (iR/500, 2πj/500), where i ∈ {1, 2, . . . , 500}

and j ∈ {0, 1, . . . , 499} and grid points that lie inside the hole were excluded. The

normalized errors for displacements εdisp(nmax) and stresses εstress(nmax) were obtained

by calculating the relative changes of spatial distributions of displacements and von

Mises stresses when the maximum degree nmax of induced multipoles is increased by

one. The normalized errors are given by [129]

εdisp(nmax) =

√√√√∑
i,j

(
u(nmax+1)(ri, ϕj)− u(nmax)(ri, ϕj)

)2
Np(d σext

vM/E0)2
, (3.41a)
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εstress(nmax) =

√√√√√∑
i,j

(
σ

(nmax+1)
vM (ri, ϕj)− σ(nmax)

vM (ri, ϕj)
)2

Np(σext
vM)2

. (3.41b)

Here, displacements and von Mises stresses are normalized with the characteristic

scales dσext
vM/E0 and σext

vM, respectively, where d = 2R is the diameter of the hole, σext
vM

is the value of von Mises stress due to external load, and E0 is the Young’s modulus

of surrounding elastic matrix. The normalized errors for displacements εdisp(nmax)

and stresses εstress(nmax) for all 3 boundary conditions are shown in Fig. 3.14h-j. The

normalized errors decrease exponentially with the maximum degree of multipoles

nmax, which mimics the exponential decay of amplitude of induced multipoles in

Fig. 3.14e-g. The normalized errors for the hydrostatic stress boundary condition

were the largest (Fig. 3.14h), which is reflecting the observation that the amplitudes

of multipoles decrease very slowly with the degree of multipoles (see Fig. 3.14e).

In contrast, the normalized errors for the no-slip boundary condition reduced very

quickly with the maximum degree of multipoles nmax (see Fig. 3.14i), which is again

mimicking the distribution of amplitudes of induced multipoles (see Fig. 3.14f). The

results for the slip boundary condition are somewhere in between (see Fig. 3.14j).

The elastic multipole method was also tested against experiments. We developed

a simple experimental system for radial compressive loading of elastic disks with

holes. The elastic disks were placed in rigid rings with smaller diameters made from

polyethylene plastic (see Fig. 3.15). Elastic discs with diameter D = 100 mm and

thickness 25 mm were pushed sequentially through the rigid rings of decreasing diam-

eters ranging from 99 mm to 94 mm in steps of 1 mm (see Fig. 3.15a,c). Silicone oil

was applied to reduce friction between the rubber sample and the walls of rigid rings.

This experimental setup is thus approximating the slip boundary condition discussed

above. The contours of deformed holes were then obtained by scanning the surface

of compressed samples (see Fig. 3.15b).
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(a) (b)

(c)

Figure 3.15: Experimental system for the compressive testing of disk samples. (a) A
rubber disk sample with diameter 100 mm was placed in progressively smaller rigid
rings made from polyethylene plastic. The inner diameters of rigid rings gradually
decreased from 99 to 94 mm in steps of 1 mm. (b) A compressed rubber sample
inside a rigid ring with diameter D1 was placed on a flatbed photo scanner, which
was used to extract the contours of deformed holes. (c) A schematic of a rubber
sample pushed from a larger ring with diameter D1 into a smaller ring with diameter
D2 < D1. Silicone oil was applied to reduce friction between the rubber sample and
the walls of the polyethylene ring.

In Fig. 3.16 we show initial and deformed configurations of disks with 4 different

arrangements of holes. In experiments, disks were pushed through all 6 rigid rings.

For each ring, the surface of disks was scanned and the contours of deformed holes

were extracted with the Image Processing Toolbox in MATLAB 2018b. At higher

compression, we observed a noticeable out-of-plane deformation in the vicinity of

holes, which is not captured with the elastic multipole method. Therefore we used

only those experimental results, where the out-of-plane deformation was minimal.

The deformed contours of holes obtained with experiments were compared to the

contours obtained with the elastic multiple method (nmax = 10) and linear finite

element simulations for the slip boundary condition and under plane stress condi-

tion. An excellent match was observed between the contours obtained with different

methods (second row in Fig. 3.16). As in previous examples, we observed more

pronounced deformations of holes in the regions where holes were close to each other

and where holes were close to the edge of the disk. We have also compared the equiv-

alent von Mises strain fields εvM (see Eq. (3.23)) obtained with the elastic multipole
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Figure 3.16: Deformation of elastic disks with holes. (a-d) Schematic images
describing the initial undeformed shapes of structures with holes and the direction of
applied deformation uext

r for the slip boundary condition. Holes are represented with
white circles. For all elastic disks, the diameter was D = 100 mm and the thickness
was 25 mm. They were made of rubber with the Young’s modulus E0 = 0.97 MPa and
Poisson’s ratio is ν0 = 0.49. For each structure we show the contours of deformed holes
and disk boundaries and we report the value of applied compression uext

r . Plane stress
condition was used for all cases with the Kolosov’s constant κ0 = (3 − ν0)/(1 + ν0).
Dashed blue lines show the contours obtained with elastic multipole method for
nmax = 10. Red and green solid lines show the contours obtained with experiments
and linear finite element simulations, respectively. The diameters of holes in (a-c)
were d = 20.0 mm. In (a-c) the distance h from the centers of holes to the edge of the
elastic disk were (a) h = 14.00 mm, (b) h = 13.95 mm, and (c) h = 14.00 mm. In (b-c)
the separation distance a between holes was (b) a = 23.07 mm and (c) a = 23.10 mm.
In panel (d) the diameters of holes were d1 = d2 = 20.0 mm and d3 = 8.0 mm and they
were centered at (x1, y1) = (−10.64 mm, 6.11 mm), (x2, y2) = (12.76 mm, 5.17 mm)
and (x3, y3) = (−0.11 mm,−5.97 mm).

method (first row in Fig. 3.17) and finite elements (second row in Fig. 3.17). Note

that we were unable to obtain strain fields in experiments because the DIC analysis

requires rather small compression increments to reliably track the movement of the

speckle pattern, while in our experiments, the compression of samples was obtained

in moderately large discrete steps (see Fig. 3.15). In strain fields, we observe strain

concentration in regions where holes are close to each other and in regions where

holes are close to the disk boundary, which is similar to the observations for holes

near traction-free edges in Sections 3.2.1 and 3.2.2. The agreement between the strain
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Figure 3.17: Equivalent von Mises strain fields for the deformation of elastic disks
with holes in Fig. 3.16 (see Fig. 3.16 for the details of their geometry and applied
deformation). (a-d) For each of the 4 structures in Fig. 3.16, we show equivalent von
Mises strain fields εvM obtained with elastic multipole method (nmax = 10) and finite
element simulations. Strain fields were normalized with the value of the equivalent
von Mises strain εext

vM = 4uext
r /[D(1 + ν0)(κ0 − 1)] imposed by external loads. Four

marked points A-D were chosen for the quantitative comparison of strains εvM. See
Table 3.6 for details.

fields obtained with two different methods is very good and the quantitative compar-

ison of strains at four different points A-D (marked in Fig. 3.17) showed a relative

error of ∼ 1% (see Table 3.6). Note that the relative errors were so small because we

used exactly the same geometry of elastic disks for both finite elements and elastic

multipole method.

3.3 Conclusion

In this chapter, we demonstrated how image charges and induction, which are common

concepts in electrostatics, can be effectively used also for the analysis of linear defor-

mation of bounded 2D elastic structures with circular holes and inclusions for both

plane stress and plane strain conditions. The multipole expansion of induced fields

described in this work is a so-called far-field method and hence it is extremely efficient

when holes and inclusions are far apart from each other and when they are far from
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Table 3.6: Quantitative comparison for the values of equivalent von Mises strains εvM

normalized with the value for the applied external load εext
vM = 4|uext

r |/[D(1 + ν0)(κ0−
1)] at points A-D for 4 different disk samples with holes defined in Fig. 3.17 obtained
with the elastic multipole method (EMP) and linear finite element simulations (FEM).
The relative percent errors between EMP and FEM were calculated as ε = 100 ×
|ε(EMP)

vM − ε(FEM)
vM |/ε(FEM)

vM .

points

sample (a) sample (b)

strain εvM/ε
ext
vM strain εvM/ε

ext
vM

EMP FEM ε(%) EMP FEM ε(%)

A 2.5205 2.5396 0.75 0.8505 0.8475 0.36

B 1.5034 1.4946 0.59 2.3422 2.3406 0.07

C 1.7716 1.7723 0.04 2.8214 2.8076 0.49

D 0.8077 0.8075 0.03 0.6439 0.6441 0.03

points

sample (c) sample (d)

strain εvM/ε
ext
vM strain εvM/ε

ext
vM

EMP FEM ε(%) EMP FEM ε(%)

A 2.2558 2.2703 0.64 1.3196 1.3227 0.23

B 0.9111 0.9047 0.71 2.3110 2.2805 1.34

C 3.3440 3.3368 0.19 0.7336 0.7248 1.21

D 0.6586 0.6584 0.03 0.7592 0.7593 0.01

the boundaries. In this case, very accurate results can be obtained by considering

only induced quadrupoles, since the effect of higher-order multipoles decays more

rapidly at large distances. When holes and inclusions are closer to each other or

when they are closer to the boundaries, their interactions with each other via induced

higher-order multipoles and their interactions with induced images become important

as well. The accuracy of the results increases exponentially with the maximum degree

of elastic multipoles, which is also the case in electrostatics, and this is characteristic

for spectral methods [129]. The results of the elastic multipole method matched very

well with both linear finite element simulations and experiments.
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Chapter 4

Symmetry based classification of

phonon bands in periodic elastic

media

The aim of this chapter is to give a tutorial of the group theoretic description of how

symmetries affect degeneracies. This theory has been used extensively in electronic

and photonic systems [67, 68, 140, 69, 70]. Moreover, the group theoretic method

presented in this article is applicable to systems in general dimensions. However,

we restrict our examples to two dimensional (2D) systems for simplicity. In case

of 2D systems, the in-plane longitudinal and shear waves decouple from antiplane

shear waves since the antiplane shear wave is odd under reflection about the plane of

propagation whereas the in-plane modes are even [141]. Additionally, even though the

theory is equally applicable to in-plane waves, we restrict ourselves to antiplane waves

because of two reasons. First, the displacement field in the latter case can be treated

as a scalar field whereas the displacement field for in-plane waves is a vector field.

Second, in the in-plane wave case, the longitudinal and shear waves (they are always

125



coupled due to scattering from boundaries between different materials) together give

rise to twice as many bands as the antiplane shear waves.

4.1 Antiplane shear wave

Antiplane shear is a type of deformation of an effectively 2D elastic system spanning

a region in x− y plane, where the in-plane displacements ux = uy = 0, and only the

out-of-plane displacement uz is nonzero [1] in such a way that it is only a function

of in-plane coordinates (x, y, t) and independent of z. For such a deformation, the

system clearly needs to be homogeneous in the z direction. For small deformation

(which we assume throughout the article), these restrictions on displacements mean

that the diagonal elements of the strain tensor as the in-plane shear strain are zero:

εxx = εyy = εzz = εxy = 0. The only nonzero elements of the strain tensors are

εxz = εzx = ∂xuz/2 and εyz = εzy = ∂yuz/2 [1]. Assuming linear isotropic constitutive

relation between stress (σij) and strain (εij) tensor everywhere,

σij = λεkkδij+2µεij ⇒ σxx = σyy = σzz = σxy = 0, σxz = σzx = µ∂xuz, σyz = σzy = µ∂yuz,

(4.1)

where summation is implied over repeated indices in the first equation. Above, λ

and µ are the Lamé coefficients, µ is called the shear modulus. Then, the linear

momentum equations become [1]

∂jσij = ρ∂2
t ui ⇒ ∂x(µ∂xuz) + ∂y(µ∂yuz) = ρ∂2

t uz ⇒ ∇ · µ∇uz = ρ∂2
t uz (4.2)

where ρ is the density of the material and ∇ = x̂∂x + ŷ∂y is the in-plane gradient

operator. Note that the material properties λ, µ and ρ can vary in-plane but cannot

vary in the out-of-plane direction as mentioned above i.e., they are functions of in-

plane coordinates (x, y). Let us denote ∇ · µ∇ ≡ Ĥ, we will call this operator
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Hamiltonian. In the following, we analyze the properties of the master equation

Ĥuz = ρ∂2
t uz. (4.3)

Assuming that the material properties µ and ρ are independent of time, Eq. 4.3 is

linear and time invariant. Since the eigenfunctions of a linear time invariant system

are of the form e−iωt, we plug the ansatz uz(x, y, t) = ũz(x, y)e−iωt in Eq. 4.3 to obtain

Ĥũz ≡ ∇ · µ∇ũz = −ρω2ũz. (4.4)

The above equation is a generalized eigenvalue equation with eigenvalue ω2. Let ψ0 ≡

ψ0(x, y) be an eigenfunction with eigenvalue ω0, i.e. Ĥψ0 = −ρω2
0ψ0. Multiplying the

complex conjugate ψ∗0 on both sides and integrating over the whole space, we get

∫
dxdy ψ∗0∇ · µ∇ψ0 = −ω2

0

∫
dxdy ψ∗0ρψ0

⇒−
∫
dxdy µ|∇ψ0|2 + Boundary terms = −ω2

0

∫
dxdy ρ|ψ0|2

⇒ω2
0 =

∫
dxdy µ|∇ψ0|2∫
dxdy ρ|ψ0|2

,

(4.5)

where from first to second line we performed integration by parts on the left hand

side, and from second line to third line we ignored the boundary terms which is zero

if either we employ periodic boundary condition in our system or the field dies out

far away near the boundary. Let us define the inner product of any two functions

φ(x, y) and ψ(x, y) as 〈φ|ψ〉 =
∫
dxdy ρ φ∗ψ for later purposes. Note that the right

hand side in the third line is positive as long as density ρ and shear modulus µ are

positive. This implies that the frequency ω0 is real. The purpose of this article is to

give a detailed account of what can be said about the eigenvalues and eigenfunctions

of Eq. 4.4 just from the symmetries (translations, rotations, glides and time reversal)

of the system.
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Before concluding this section, it is interesting to note the similarities between

antiplane shear wave in a 2D elastic medium and electromagnetic wave in a 2D

dielectric medium. The Maxwell equations [121] for electric (E) and magnetic fields

(H) in a dielectric medium with no source charge or current are

∇ ·H = 0, ∇× E = −µ0∂tH,

∇ · (εE) = 0, ∇×H = εε0∂tE,

(4.6)

where µ0, ε0 and ε are vacuum permeability, vacuum permittivity and dielectric

constant respectively. Note that the fields E and H are 3D vectors but they are

only functions of in-plane coordinates (x, y) and time t. As a consequence, the oper-

ator ∇ can be chosen to be the in-plane 2D gradient operator. Since, the equations

are linear time invariant, we can plug in the ansatz E(x, y, t) = Ẽ(x, y)e−iωt and

H(x, y, t) = H̃(x, y)e−iωt to get

∇ · H̃ = 0,∇× Ẽ = iωµ0H̃,

∇ · (εẼ) = 0,∇× H̃ = −iωεε0Ẽ.
(4.7)

Interestingly, in 2D the electric field and magnetic fields decouple two different modes,

transverse electric (TE) and transverse magnetic (TM) field modes [58]. In the case

of TE mode, the only nonzero fields are (Ex, Ey, Hz), whereas for TM mode, the

nonzero components are (Hx, Hy, Ez). The reason for this separation of modes is the

same to the reason behind separation of in-plane elastic waves and antiplane shear

wave in 2D elastic media, and will be discussed later in Section 4.2. Then, after a
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Table 4.1: Comparison between TE wave and antiplane shear wave when density ρ is
constant

TE mode antiplane shear

out-of-plane field magnetic field H̃z displacement ũz

field derivatives electric field
Ẽy = − i

ωεε0
∂xH̃z stress

σ̃xz = 1
2
µ∂xũz

Ẽx = + i
ωεε0

∂yH̃z σ̃yz = 1
2
µ∂yũz

heterogeneous parameter 1
ε

µ

governing equation ∇ · 1
ε
∇H̃z = −ω2

c20
H̃z ∇ · µ∇ũz = −ρω2ũz

interface conditions
H̃

(1)
z = H̃

(2)
z ũ

(1)
z = ũ

(2)
z

n× Ẽ(1) = n× Ẽ(2) n · σ̃(1) = n · σ̃(2)

little algebra the Eqs. 4.7 reduce to

TE: ∇× 1

ε
∇× H̃zẑ =

ω2

c2
0

H̃zẑ⇒ ∇ ·
1

ε
∇H̃z = −ω

2

c2
0

H̃z,


Ẽx = i

ωεε0
∂yH̃z,

Ẽy = − i
ωεε0

∂xH̃z

TM: ∇×∇× Ẽzẑ =
ω2

c2
0

εẼzẑ⇒ ∇ · ∇Ẽz = −ω
2

c2
0

εẼz,


H̃x = − i

ωµ0
∂yẼz,

H̃y = i
ωµ0

∂xẼz

(4.8)

From the forms of the equations above, it can be seen that the antiplane shear wave

behaves like TE (TM) mode when density ρ (shear modulus µ) is constant throughout

the system. A thorough comparison between antiplane shear, TE and TM waves are

given in Tables 4.1 and 4.2.

Table 4.2: Comparison between TM wave and antiplane shear wave when shear
modulus µ is constant

TM mode antiplane shear

out-of-plane field electric field Ẽz displacement ũz

field derivatives magnetic field
H̃y = + i

ωµ0
∂xẼz stress

σ̃xz = 1
2
µ∂xũz

H̃x = − i
ωµ0

∂yẼz σ̃yz = 1
2
µ∂yũz

heterogeneous parameter ε ρ

governing equation ∇ · ∇Ẽz = −ω2

c20
εẼz ∇ · µ∇ũz = −ρω2ũz

interface conditions
Ẽ

(1)
z = Ẽ

(2)
z ũ

(1)
z = ũ

(2)
z

n× H̃(1) = n× H̃(2) n · σ̃(1) = n · σ̃(2)
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In the next section, we describe how the spatial symmetries of the system can affect

the eigenvalues ω and the eigenfunctions ũz(x, y) of the eigenproblem in Eq. 4.4.

4.2 Space group representations and symmetry

protected degeneracies in band structures

A rotation, reflection or translation is a symmetry of a system, if after the trans-

formation the system is identical to the system we started with. In other words, if,

for example, for a system with a certain rotational symmetry there is an eigenfunc-

tion ψ0 of Eq. 4.4 with eigenvalue ω0, the rotated version ψ′0 of that eigenfunction

is also an eigenfunction of Eq. 4.4 with the same eigenvalue. Now, if ψ0 and ψ′0 are

linearly independent functions, i.e. if one is not just a complex constant times the

other, then we have a degeneracy at frequency ω0. A systematic way of finding these

symmetry protected degeneracies and classifying the eigenfunctions in terms their

characters under symmetry operations is through group theory and group represen-

tations [68, 67, 69].

4.2.1 Group

A group is a set G with a binary operation, called product, such that (i) product

of any two elements A,B ∈ G their product AB is also in G, (ii) the product is

associative, i.e., for any three elements A,B,C ∈ G, A(BC) = (AB)C, (iii) there

exists a unique identity E ∈ G such that for any element A ∈ G, AE = EA = A,

(iv) for any element A ∈ G, there exists a unique element A−1 ∈ E, called the

inverse of A, such that AA−1 = A−1A = E. A point group is a group of symmetry

operations that act on Euclidean space keeping a point (let us call that point O) in

the n dimensional Euclidean space fixed and preserving all angles and distances. We
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give a detailed account of the relevant definitions corresponding to groups and point

groups in appendices C.1 and C.1.1. Here we describe space groups directly.

Space group

A discrete translational symmetry can be created in n dimensional Euclidean space by

choosing n linearly independent vectors ti with i = 1, 2, . . . n and making properties

of the material periodic with periodicity |ti| in direction ni, where ni = ti/|ti|. The

set of points obtained by putting a mathematical point at each position vector t =∑n
i=1 niti where ni goes over all integers is called a Bravais lattice. Here, t are

called lattice vectors and ti are called fundamental lattice vectors. Some examples

of Bravais lattices are shown in Fig. 4.1(a) and (b). The set of translations t form

an Abelian group T when the product is taken as the vector sum. Note that the

sets Ti = {niti|ni ∈ Z} form Abelian subgroups of T . In n = 2 dimensions, T

can be written as outer direct product of T1 and T2; T = T1 ⊗ T2 (this is required to

find representations of 2D discrete translation group). The Bravais lattice is invariant

under these discrete translations. Therefore the symmetry group of the Bravais lattice

consists of the translation operations t. Moreover, depending on the relative of lengths

of the fundamental lattice vectors and the angle between them, the Bravais lattices

can be invariant under certain point group symmetries. In the example of Fig. 4.1(c),

the lattice has the symmetry of the point group C6v or 6mm shown in Fig. C.1.

Depending on the point group symmetries, 2 dimensional Bravais lattices can be

classified into 4 different families: monoclinic (point group C2), orthorhombic (point

group C2v)(Fig. 4.1(a) and (b)), square (point group C4v) (Fig. 4.1(d)) and hexagonal

(point group C6v)(Fig. 4.1(c)). Two different types of Bravais lattices can have the

symmetry of point group C2v: (i) if the fundamental lattice vectors are of same

length (|t1| = |t2|) but they are not orthogonal (t1 · t2 6= 0); this is called a rhombic

Bravais lattice (Fig. 4.1(b)) (ii) if the fundamental lattice vectors are not of same
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Figure 4.1: Different Bravais lattices (a-d) and examples of structures with different
space group symmetries (e-l). (a), (b), (c) and (d) are rectangular, rhombic, hexagonal
and square Bravais lattices, respectively, with blue dots showing the lattice points.
The structures in (e), (f), (g), (h), (i), (j), (k) and (l) have pm, cm, p2mm, c2mm,
p3m1, p31m, p4mm and p4gm, respectively. In all panels the different unit cells are
shown with regions outlined by solid green lines, whereas the fundamental lattice
vectors are shown with red arrows. In (a-d), the unit cells that have only one lattice
point and have them at their center are called Wigner-Seitz cell. The other unit cells
which still have only one lattice point inside them are primitive unit cells. However,
the unit cell on the bottom right corner in (b) has two lattice points and thus not
primitive. In (e-l) the blue solid lines show the mirrors and blue dashed line is a
glide plane. In (e) and (g), the mirrors are normal to fundamental lattice vectors,
whereas in (f) and (h) they are not normal to fundamental lattice vectors (at the top
left corner in each panel). However a choice of bigger unit cells in (f) and (h) (shown
in bottom right corner in each panel) and hence larger lattice vectors can make the
mirrors normal to lattice vectors. In (i) the mirror is perpendicular to a fundamental
lattice vector, whereas in (j) it is not.

length (|t1| 6= |t2|) but they are orthogonal (t1 · t2 = 0) (Fig. 4.1(a)); this is called a

rectangular Bravais lattice. Therefore, there are five different Bravais lattice systems

in 2D in total. Discrete translational symmetry breaks the n dimensional Euclidean
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space into small repeating cells called unit cell. A primitive unit cell is a unit cell

which has only one lattice point in it. Different types of unit cells are shown in

Fig. 4.1(a-d).

Once we fill up the one unit cell of a Bravais lattice with elastic material and

repeat that in the directions of fundamental lattice vectors, we get a phononic crystal.

The set of all symmetries of a crystal form a group called space group. One type of

symmetry of a crystal is a combination of a point group operation (rotation, inversion,

reflection etc.) R followed by a lattice translation t. If all the symmetries of a crystal

are of this form, the space group of the crystal is called symmorphic. Clearly, in this

case the symmetry group can be written as a semi-direct product of the translation

group and the point group (it is easy to see that the translation group is a normal

subgroup of the space group in this case). Since there are 10 crystallographic point

groups in 2D dimensions, if we take semi-direct product of these with a translation

group whose corresponding Bravais lattice is compatible with the point group, we

get 10 different types of symmorphic space groups. However, a little thought leads

to the following observations: (i) for a given hexagonal Bravais lattice there are two

ways to insert the point group C3v into it; in one case the normal to the mirror plane

is parallel to a fundamental lattice vector (Fig. 4.1(i)), whereas in the other case

the normal is at angle π/6 with a fundamental lattice vector (Fig. 4.1(j)). (ii) the

insertion of C1v and C2v in a rectangular (or hexagonal) Bravais lattice (Fig. 4.1(e)

and (g)) and a rhombic Bravais lattice (Fig. 4.1(f) and (h)) are different. In the first

case, the normal of the mirror is parallel to one of the fundamental lattice vectors

(Fig. 4.1(e) and (g), top left corner), in the second case it is not (Fig. 4.1(f) and (h)).

(Note that in the case of Fig. 4.1(f) and (h), with the choice of the nonprimitive unit

cell shown in Fig. 4.1(f) and(h) (bottom right corner), the normal of the mirror can

be made parallel to a lattice vector; however, in that case, there will be a new kind of

symmetry of the system which is a reflection followed by a translation equal to half
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a fundamental lattice vector; this is discussed in the next paragraph.) In each of (i)

and (ii), the multiplication tables change depending on direction of the normal to the

mirror plane. Therefore, they lead to different space groups in each of (i) and (ii).

Considering all this, there are 13 symmorphic space groups in 2 dimensions.

Since a symmorphic space group is a semi-direct product of the translation group

and a point group, the point group operations and the translation operations are

separable. However, there is another kind of symmetry that occurs, where the system

remains invariant under a mirror reflection followed by a translation v (not a lattice

vector). This translation v is often (not always) parallel to the plane of the mirror.

Clearly, two successive application of this operation is equivalent to just a translation

which has to be a (Bravais) lattice translation for this operation to be symmetry.

Therefore the part of v which is parallel to mirror plane has to be half a lattice

vector. This symmetry is called a glide symmetry. An example of this is shown in

Fig. 4.1(l). Allowing this symmetry to be in a space group, it is possible to have 4 more

space groups in 2 dimensions which can not be written as a semi-direct product of a

translation group and a point group. These space groups are called nonsymmorphic

space groups. (Note that there is a similar symmetry with a 2π/n rotation followed by

a translation that can occur in 3 dimensions. This symmetry is called screw rotation.

However, we will not discuss that in this text since it does not occur in 2 dimensions.)

Therefore, in total there are 17 different space groups in 2 dimensions (one proof of

this fact that there are only 17 space groups in 2 dimensions is using the fact that for

a 2 dimensional periodic system, the Euler characteristic is 0, see [142]).

There are several different notations for space groups in literature. Here we are

going to use the international notation. It starts with the letters p or c, which

indicates if the unit cell of the Bravais lattice is primitive or centered (the rhombic

Bravais lattice is also called centered rectangular because if we choose the nonprimitive

unit cell shown in the bottom right corner of Fig. 4.1(b), (g) and (h), the unit cell
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has a lattice point at its center). After that letter comes an integer showing the

maximum order of rotational symmetry (1, 2, 3, 4 or 6). The next symbol indicates

if there is a mirror (or a glide in the case of nonsymmorphic sapce group) plane

perpendicular to one of the fundamental lattice translation vectors (called the “main”

axis). If there is such a mirror (glide), the symbol is m (g), otherwise it is 1. The

last symbol (again m, g or 1) shows if there is mirror or glide or none parallel or

tilted to the “main” axis. The names of the space groups corresponding to the

crystals in Figs. 4.1(e), (f), (g), (h), (i), (j), (k) and (l) are therefore pm, cm, p2mm,

c2mm, p3m1, p31m, p4mm and p4gm respectively. As should be clear from the

above discussion, the elements of the space groups are combinations of point group

operations and translations. The standard notation for these elements is called the

Seitz notation written as {R|v}. It means a rotation R followed by a translation v

(v can be lattice translation or not). The rule for multiplication of two operators

{R1|v1} and {R2|v2} is {R1|v1}{R2|v2} = {R1R2|v1 + R1v2}. The identity element

is denoted by {E|0}. The inverse of an operator {R|v} is {R−1| − R−1v}. In this

notation the glide plane shown in Fig. 4.1(l) can be written as {m|t2/2} if call the

mirror operation about the dashed linem. However, we can also write it down in terms

of a parallel mirror plane passing through the center of the unit cell mc followed by a

different translation: {mc|t1/2 + t2/2}. Although the first notation is more intuitive,

the second notation is better for mathematical calculations. We will stick the second

kind, i.e., we will choose the center of an unit cell to be our origin and write down any

rotation (or reflection) about another point in terms of rotation (or reflection) about

the origin and compensate for the difference in the translation that follows (and drop

the subscript c here onward).

Clearly, the translation group T is a normal subgroup of space group G. Therefore,

the coset decomposition of G with respect to T can be written as G = {R1|v1}T +

{R2|v2}T + · · ·+ {Rh|vh}T (see appendix C.1 for definition of normal subgroup and
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coset decomposition). In this decomposition we can choose {R1|v1} = {E|0}. The

quotient group G/T is isomorphic to a point group F which contains the rotation

and mirror parts of the coset representatives F = {R1, R2, . . . , Rh} (see appendix C.1

for definition of quotient group). This group F is called the isogonal point group of

space group G. It is easy to see that if all coset representatives {Ri|vi} of T in G can

be chosen such that vi = 0, then the space group is symmorphic.

4.2.2 Representations of discrete translation group and space

groups

Here we define representations, characters, reducible and irreducible representations,

and give detailed accounts of how to obtain representations of the discrete translation

group and space groups. The other important definitions, theorems and results can

be found in appendix C.2.

Let there be a finite dimensional vector space V over the complex field. The set of

all nonsingular linear operators on V forms a group called general linear group GL(V ).

A representation of a group G is a homomorphism ρ from a group to the group of

nonsingular linear operators GL(V ) on a finite dimensional vector space V . Since ρ

is homomorphism, for any two elements A,B ∈ G, ρ(A)ρ(B) = ρ(AB) meaning that

for any vector v ∈ V , ρ(A)(ρ(B)v) = ρ(AB)v. Moreover, ρ(E)v = v where E is the

identity element of G, and ρ(A)−1v = ρ(A−1)v for any A ∈ G and v ∈ V . Now, let

a basis of the d dimensional vector space V be Vb = {v1,v2, . . . ,vd}. Then, for any

element A ∈ G, since ρ(A)vi ∈ V , it can be written as a linear combination of all the

vectors in the basis

ρ(A)vi = vjΓρ(A)ji, (4.9)

where Γρ(A)ji is the coefficient of vj and obviously depends on the group element

A. Note that sum over repeated index j is implied. We say that the square matrix
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Γρ(A) of dimension d × d is the matrix representing A in the basis Vb. Since for

any A ∈ G, Γρ(A) = Γρ(AE) = Γρ(A)Γρ(E), Γρ(E) = 1 the identity matrix of

dimensionality d. Moreover, 1 = Γρ(E) = Γρ(AA
−1) = Γρ(A)Γρ(A

−1) implies that

Γρ(A
−1) = Γρ(A)−1. It is not hard to realize that the set of all distinct matrices

Γρ(G) form a group ∆. Moreover, the mapping Γρ : G → ∆ is a homomorphism.

The character of a matrix group ∆ is a function χ : ∆ → C, such that for any

element R ∈ ∆, χ(R) = tr(R), where tr(R) is the trace of the matrix R. If there

is a subspace U of the vector space V such that for a representation ρ of a group G

and any vector u ∈ U , ρ(A)u ∈ U for all A ∈ G, U is called an invariant subspace of

V under representation ρ of group G. In this case, the representation ρ is said to be

reducible. If there are no invariant proper subspace of V under representation ρ of G,

ρ is called irreducible representation of G. In this case the dimension of the vector

space V is called the dimension of the representation ρ.

Representations of discrete translation group

Here, we describe the representations of the discrete translation group. We start

with 1 dimensional discrete translation group T1 with the generator of the group

being fundamental lattice translation vector t1 of length |t1| = a1. For convenience,

we work with periodic boundary condition such that {E|t1}N1 = {E|N1t1} ≡ {E|0}.

Note that this assumption makes the group of finite order. Since this group is Abelian,

each element of the group is in one conjugacy class by itself. Therefore, there are

N1 number of classes. Hence, there are N1 number of irreps of the group which

are all 1 dimensional (this comes from Schur’s lemma described in Section C.2).

Moreover, if the basis function for the mth irrep is fm, ρ({E|t1})fm ∝ fm =⇒

ρ({E|t1})fm = cmfm. This implies ρ({E|t1}N1)fm = cN1
m fm = ρ({E|0})fm = fm or

cN1
m = 1. Therefore, the representative matrices for each irrep are just Nth

1 root of

1. This result along with the orthogonality relations of the characters means that
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the only possible character table is 4.3. Hence, the character of {E|n1t1} in the mth
1

irrep is exp[−i2πm1

N1
n1] = exp[−i2πm1

N1a1
n1a1]. The irreps are denoted by the number

Table 4.3: Character table of 1 dimensional discrete translation group
{E|0} {E|t1} {E|2t1} . . . {E|(N1 − 1)t1}

χ0 +1 +1 +1 . . . +1
χ1 +1 exp[−i 2π

N1
] exp[−i 2π

N1
2] . . . exp[−i 2π

N1
(N1 − 1)]

χ1 +1 exp[−i 4π
N1

] exp[−i 4π
N1

2] . . . exp[−i 4π
N1

(N1 − 1)]
...

...
...

...
. . .

...

χN1−1 +1 exp[−i2(N1−1)π
N1

] exp[−i2(N1−1)π
N1

2] . . . exp[−i2(N1−1)π
N1

(N1 − 1)]

m1 = 0, 1, . . . , N1− 1 or equivalently can be characterized by k = 0, 2π
N1a1

, . . . 2π(N1−1)
N1a1

.

We have seen before that 2 dimensional discrete translation group T can be

obtained by taking outer direct product of two 1 dimensional discrete translation

group T1 = {{E|0}, {E|t1}, . . . , {E|(N1−1)t1}} and T2 = {{E|0}, {E|t2}, . . . , {E|(N2−

1)t2}}; T = T1 ⊗ T2. The character table of T2 is similar to character table of T1,

only difference is that we have to replace N1 with N2. From the discussion on outer

direct product groups, we know that the number of conjugacy classes of T is N1N2,

hence the number of irreps is also N1N2. We can construct the irreps of T from

the irreps of T1 and T2 using the following intuitive theorem on representations of

outer direct product groups (see [67] for a proof of the theorem). If ΓiH(A) and

ΓjK(B) are the representative matrices of elements A ∈ H and B ∈ K of ith and

jth irreps of dimensions dH and dK respectively, then the representative matrices

of elements AB = C ∈ G = H ⊗ K of irrep ij of group G can be constructed

as ΓijG(C) = ΓiH(A) ⊗ ΓjK(B) where ⊗ between the matrices denotes Kronecker

product of the matrices. This irrep ij of G is of dimension dHdK . The characters

of these irreps are χijG(C) = χiH(A)χjK(B). Therefore, the character of an element

{E|n1t1 +n2t2} in the m1m
th
2 (that is Kronecker product of mth

1 irrep of T1 and mth
2

irrep of T2) irrep of T is given by the phase exp[−i(2πm1

N1a1
(n1a1) + 2πm2

N2a2
(n2a2))] where

a1 = |t1| and a2 = |t2| and m1 = 0, 1, . . . , N1 − 1 and m2 = 0, 1, . . . , N2 − 1. These

138



irreps of T are also 1 dimensional. A more compact way of writing this phase factor

is: exp[−i(2πm1

N1a1
(n1a1) + 2πm2

N2a2
(n2a2))] = exp[−i(m1

N1
K1 + m2

N2
K2) · (n1t1 + n2t2)] where

the vectors K1 and K2 are called fundamental reciprocal lattice vectors and defined

as Ki · tj = 2πδij. The fundamental reciprocal vectors can be evaluated easily as

K1 = 2π(t2 × ẑ)/(ẑ · (t1 × t2)) and K2 = 2π(ẑ × t1)/(ẑ · (t1 × t2)), where the vectors

t1 and t2 are chosen to be in x − y plane, and z is the direction perpendicular to

x − y plane in 3 dimensions. The two vectors K1 and K2 define a 2 dimensional

space called reciprocal space or momentum space or simply k-space. The vectors

in this space are called crystal momenta and are of the form k = m1

N1
K1 + m2

N2
K2,

and the irreps of T can be labelled by these momenta k. From the form of these

vectors, it seems that the reciprocal space is discrete; however sending N1 and N2 we

can make it continuous. Also, note that the characters do not change if we replace

mi with mi + Ni. Therefore, we can let m1 and m2 to take any integer value as

long as we remember mi ≡ mi + ciNi for any integer ci. In terms of the crystal

momenta, this identification is k ≡ k + c1K1 + c2K2 where c1, c2 ∈ Z. This defines

a region in the reciprocal space called Brillouin zone, any momentum k outside of

which can be brought inside the region using the identification k ≡ k + c1K1 + c2K2.

Examples of Brillouin zone corresponding to square and hexagonal Bravais lattices

are shown in Figs. 4.2(a) and 4.3(c). Let a basis function of the irrep labelled by k be

ũk(r). Then under the action of the translation {E|n1t1 + n2t2}, the basis function

transforms into ρ({E|n1t1 + n2t2})ũk(r) = ũk(r− n1t1− n2t2) = e−ik·(n1t1+n2t2)ũk(r)

where the last equality comes from the representation (or character because the

irrep is 1 dimensional). If we write ũk in the convenient ũk(r) = ûk(r)eik·r, the

equation in the previous sentence becomes ûk(r − n1t1 − n2t2)eik·(r−n1t1−n2t2) =

e−ik·(n1t1+n2t2)ûk(r)eik·r implying that ûk(r − n1t1 − n2t2) = ûk(r). Therefore, the

basis function of the irrep labelled by crystal momentum k of the discrete translation
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group is of the form ûk(r)eik·r where ûk(r) is a periodic function with periodicity t1

and t2. The functions of this form are called Bloch functions.

What is a symmetry group and how do its representations affect the degen-

eracies of the eigenvalues of a Hamiltonian?

Before we discuss the consequence of the discrete translational symmetry on the eigen-

functions of Eq. 4.4, we have to discuss the mathematical definition of a symmetry

properly. Let us rewrite Eq. 4.4 as following: 1
ρ
Ĥũz ≡ H̃ũz = −ω2ũz, where we

defined the modified Hamiltonian H̃ = 1
ρ
Ĥ. Let there be an arbitrary function

ψ(r). Further, let there be a group G such that under the action of the group

elements A ∈ G the function transforms as ψ′(r) = ρ(A)ψ(r) = ψ(A−1r) where

A is representation of group element A in the some chosen basis in 2 dimensional

Euclidean plane. Then the function H̃ψ(r) transforms to ρ(A)H̃ψ(r) under the action

of element A ∈ G. We can rewrite the this transformed function in the following way:

ρ(A)H̃ψ(r) = ρ(A)H̃ρ(A)−1ρ(A)ψ(r). Therefore, we say that the modified Hamil-

tonian H̃ transforms to H̃ ′ = ρ(A)H̃ρ(A)−1 under the action of A. The group G

is called the symmetry group of the Hamiltonian (or the system) if for all A ∈ G,

ρ(A)H̃ρ(A)−1 = H̃, or in other words if the Hamiltonian is invariant under the action

of the group elements. Another way of writing this is ρ(A)H̃ = H̃ρ(A)⇒ [ρ(A), H̃] =

0 where [, ] is the commutator. Now, let there be an eigenfunction ũz(r) of H̃ with

eigenvalue ω2; H̃ũz = −ω2ũz. Let G be the symmetry group of H̃. Then, for any

A ∈ G, H̃ρ(A)ũz = ρ(A)H̃ũz = ρ(A)(−ω2ũz) = −ω2ρ(A)ũz meaning that ρ(A)ũz is

also an eigenfunction of H̃ with the same eigenvalue. Now, we can construct the set

Vω2 of all degenerate eigenfunctions of H̃ with some eigenvalue ω2. Note that Vω2 is

a vector space because if there are two eigenfunctions with same eigenvalue ω2, then

any linear combination of those two eigenfunction is also an eigenfunction with the

same eigenvalue. The dimension of this vector space is equal to the degeneracy of the
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eigenvalue ω2. It is clear from the argument above that Vω2 is invariant under the

action of the group G. Therefore, we can form a representation of G on this vector

space Vω2 . This representation is either irreducible or can be reduced to irreducible

components meaning that a basis of Vω2 can be chosen such that the basis vectors can

be written as u
(i)
α , where u

(i)
α is the ith basis vector of irrep α of group G. From this

discussion, it should be clear that the eigenfunctions and eigenvalues of the Hamil-

tonian can be labelled by the irreps of the group G. And as a consequence, if an

eigenvalue ω2 is labelled by irrep label α, it should be (at least) dα-fold degenerate,

where dα is the dimension of the irrep α of group G. One important point to note

here is that if the vector space Vω2 is reducible, the eigenvalue ω2 has multiple irrep

labels corresponding to the irreps in the reduction. This is generally as rare as having

a equal eigenvalues of an arbitrary matrix [143]. Normally one eigenvalue corresponds

to one irrep of the symmetry group G. When more than one irrep occur at the same

eigenvalue, it is called accidental degeneracy.

Bloch’s theorem

With the knowledge of the last two sub-sections, it is immediate that if the Hamilto-

nian H̃ is invariant under the discrete translation group, the eigenfunctions of H̃ are

also the basis functions of the irreps of the discrete translation group T . However, we

already know that the basis function of any irrep of the group T is a Bloch functions.

This implies the statement of Bloch’s theorem: the eigenfunctions of the Hamiltonian

H̃ with discrete translation symmetry are Bloch functions i.e., of the form ûk(r)eik·r

where ûk(r) is periodic function: ûk(r + t1) = ûk(r) = ûk(r + t2). Moreover, the

eigenvalues can also be labelled with k: ω2
k. The plot of eigenfrequencies ωk as a

function of k is called band structure.
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Space group representations

Having discussed the consequence of the discrete translation symmetry, now we are

at a position to add other symmetries to obtain space group representations. We

have already discussed that the Bloch functions ũk(r) = ûk(r)eik·r, with periodic

ûk(r), form the basis of the translation group T . Let G be a space group with

T being its translation normal subgroup. Now, the action of general space group

element {R|v} ∈ G on the Bloch functions gives {R|v}ũk(r) = ũk(R−1(r − v)) =

ûk(R−1(r−v))eik·R
−1(r−v) = ûk(R−1(r−v))ei(R

−Tk)·(r−v) = ûk(R−1(r−v))ei(Rk)·(r−v)

where in the third equality we used R−1 = RT since R is a orthogonal matrix. Let

us define ûRk(r−v) ≡ ûk(R−1 · (r−v)) = {R|v}ûk(r). Now, operating with a lattice

translation on this function ûRk(r−v), we get {E|t}ûRk(r−v) = {E|t}{R|v}ûk(r) =

{R|v}ûk(r−t) = ûk(R−1(r−t−v)) = ûk(R−1(r−v)−R−1t) = ûk(R−1(r−v)−t′) =

ûk(R−1(r − v)) = ûRk(r − v) since t′ = R−1t is clearly a lattice translation and

ûk is invariant (periodic) under lattice translation. Therefore, {E|t}{R|v}ũk(r) =

ũk(R−1(r − v − t)) = ûk(R−1(r − v − t))eik·R
−1(r−v−t) = ûRk(r − v)ei(Rk)·(r−v−t) =

e−i(Rk)·tûRk(r−v)ei(Rk)·(r−v) = e−i(Rk)·t{R|v}ũk(r). This implies that {R|v}ũk(r) is

a Bloch function at Rk.

Now, let ρ be an irrep of G with invariant vector space V of dimension d. Since all

the irreps of the translation subgroup T are 1 dimensional with wave vector labels k,

we can choose the basis vectors of V as Bloch functions ũki(r) where i = 1, 2, . . . , d.

To see why more than one k vector arise in an irrep of G, let us start with one

Bloch function ũk1(r) ∈ V . Recall that G can be written as coset decomposition G =

{R1|v1}T + . . . {Rh|vh}T . Under a application of any of these {Ri|vi}, {Ri|vi}ũk1(r)

becomes a Bloch function with wave vector label Rik1. Therefore, Rik1 is one of

the wave vectors in {k1,k2, . . . ,kd}. This way as we go over all the elements of the

quotient group G/T , the wave vector k1 transforms under corresponding elements of

the isogonal point group F , and we get the whole vector space V (if we were to get
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a subset of V , then V would be reducible). Note that not all of these wave vectors

ki have to be different. The reason is that a wave vector k is only distinguishable up

to a reciprocal lattice vector, that is Rik ≡ k if Rik = k + c1K1 + c2K2 where K1

and K2 are the fundamental reciprocal lattice vectors. The set of distinct (that is not

equivalent) wave vectors k in the set {k1,k2, . . . ,kd} is called the star of irrep ρ or

equivalently of any wave vector in {k1,k2, . . . ,kd}. The elements Ri of the isogonal

group F which transform a wave vector k into an equivalent wave vector Rik ≡ k

form a subgroup of F called the little co-group Ḡk of k. Examples of stars and little

co-groups of different wave vectors of some space groups are shown in Figs. 4.2 and 4.3.

Since Ḡk is a subgroup F , |Ḡk| is a divisor of |F |. Now, let there be two distinct

wave vectors k1 and k2 with some fixed element R ∈ F such that k2 = Rk1. Then

for every element S1 ∈ Ḡk1 (meaning S1k1 ≡ k1), RS1R
−1k2 ≡ k2 or RS1R

−1 ∈ Ḡk2 .

This implies that RḠk1R−1 ⊂ Ḡk2 . But, for every element S2 ∈ Ḡk2 , R−1S2Rk1 ≡ k1

implying R−1Ḡk2R ⊂ Ḡk1 or Ḡk2 ⊂ RḠk1R−1. This means that Ḡk2 = RḠk1R−1,

or in other words the little co-groups of two different wave vectors in the star of an

irrep ρ of the space group G are conjugate of each other and have same number of

elements. From this it is easy to see then that the number of elements h ≡ |F | in

F is just the number of elements b ≡ |Ḡk| in the little co-group Ḡk of a wave vector

k in the star of irrep ρ times the number of distinct wave vectors q in the star of ρ.

Moreover, the isogonal group F can be coset decomposed in the following manner

F = R1Ḡ
k + R2Ḡ

k + · · · + RqḠ
k with Rαk ≡ kα. With this definition of the star

of each wave vector k in the Brillouin zone, we can choose a region in the Brillouin

zone such that only one wave vector from the star of each irrep ρ is in that region.

This region in the Brillouin zone is called the representation domain or irreducible

Brillouin zone in the Physics community. The irreducible Brillouin zone for some

the space groups are shown in Figs. 4.2 and 4.3. Now, for the wave vector k, let

the little co-group be Ḡk with elements {S1, S2, . . . , Sb} where b = |Ḡk|. Then, if we
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Figure 4.2: Figure showing unit cells and Brillouin zones for square (a) Bravais lattice
(left) and star and little co-groups of different points in Brillouin zone for p4mm (b)
space group. Note that p4mm space group can only be realized from square Bravais
lattice. In (a), t1 and t2 are fundamental lattice vectors, K1 and K2 are fundamental
reciprocal lattice vectors. The different high symmetry points Γ, X and M , and high
symmetry lines ∆, Σ and Z are shown in (a). The regions shaded in green in (a)
are the irreducible Brillouin zone corresponding to p4mm. In (b), these points (blue
solid arrows), points in their stars (blue dashed arrows), and their equivalent points
(red dashed arrows) are shown. For convenience, we also show the mirrors with dark
grey lines.

look at the coset decomposition G = {R1|v1}T + {R2|v2}T + · · · + {Rh|vh}T and

pick only the cosets for which the rotation (or mirror) parts are S1, S2, . . . , Sb and

form the set theoretical sum of those, we get a subgroup of the space group G. This

subgroup Gk = {S1|w1}T + {S2|w2}T + · · · + {Sb|wb}T is called the little group of

wave vector k. Moreover, just like the isogonal group F can be coset decomposed in

terms of the little co-group Ḡk, the space group G can be coset decomposed in terms

of the little group: G = {R1|v1}Gk + {R2|v2}Gk + · · · + {Rq|vq}Gk, where q is the

number of wave vectors in the star of k. Furthermore, since the little co-group Ḡkα
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Figure 4.3: Figure showing unit cells and Brillouin zones for hexagonal (a) Bravais
lattice (left) and star and little co-groups of different points in Brillouin zone for p3m1
(b) space group. Note that p3m1 space group can only be realized from hexagonal
Bravais lattice. In (a), t1 and t2 are fundamental lattice vectors, K1 and K2 are
fundamental reciprocal lattice vectors. The different high symmetry points Γ, K and
M , and high symmetry lines ∆, Σ and Z are shown in (a). The regions shaded
in green in (a) are the irreducible Brillouin zone corresponding to p3m1. In (b),
these points (blue solid arrows), points in their stars (blue dashed arrows), and their
equivalent points (red dashed arrows) are shown. For convenience, we also show the
mirrors with dark grey lines.

of wave vector kα ≡ Rαk (α = 1, . . . , q) is conjugate of Ḡk (Ḡkα = RαḠ
kR−1

α ), it is

easy to see that the little group of wave vector kα is Gkα = {Rα|vα}Gk{Rα|vα}−1.

Now, let there be a wave vector k with b elements in Ḡk = {S1, S2, . . . , Sb}, and q

elements in the star: k1 ≡ R1k,k2 ≡ R2k, . . . ,kq ≡ Rqk (with R1 = E). Moreover,

let there be a Bloch function ũk(r) at wave vector k. Acting on this Bloch functions,

the only elements of G that can generate another Bloch function at k are the elements

of the little group Gk. The elements of Gk = {S1|w1}T + {S2|w2}T + · · ·+ {Sb|wb}T

are of the of the form {Si|wi}{E|t} = {Si|wi + Sit} = {E|t′}{Si|wi} where t and
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t′ = Sit are lattice translations. Since {E|t′}{Si|wi} and {Si|wi} generate same

function up to a over all phase factor when acting on ũk(r), the maximum number of

linearly independent functions that can be generated from ũk(r) acting the elements

of Gk on it is the maximum number of of linearly independent functions that can

be obtained from {S1|w1}ũk(r), {S2|w2}ũk(r), . . . , {Sb|wb}ũk(r). Let this number be

t and the independent functions are ũk,1(r), ũk,2(r), . . . , ũk,t(r). Then these t func-

tions form the basis of a representation of little group Gk. Let this representation

be irreducible (if not then we can choose a subset of these basis functions to get an

irrep). Since G = {R1|v1}Gk+{R2|v2}Gk+· · ·+{Rq|vq}Gk (with {R1|v1} = {E|0}),

{Ri|vi}ũk,1(r), {Ri|vi}ũk,2(r), . . . , {Ri|vi}ũk,t(r) are linearly independent Bloch func-

tions at ki = Rk. Together, the collection of the functions {Ri|vi}ũk,j where

i = 1, . . . , q and j = 1, . . . , t forms the basis of an irreducible representation of

the space group G with dimension tq. This means that to find the representations

of the space group G, we will choose k vectors from the irreducible Brillouin zone

and find the irreps ρk of the little group Gk and then acting on the basis functions

of ρk with the coset representatives of Gk in G, we can get the basis functions of the

irreps of G. The power of this result becomes clear once we realize that the basis

functions of the little group Gk are Bloch functions at wave vector k meaning that

the representation matrices for the lattice translations {E|t} are just exp(−ik · t)1

meaning that the only nontrivial representation matrices that we have deal with are

those corresponding to {Si|wi} where i = 1, . . . , b. In the following we describe how

to get the irreps of the little groups.

Let ρk be an irrep of the little group Gk at wave vector k with basis functions

ũk,1(r), ũk,2(r), . . . , ũk,t(r). Let us call the vector space spanned by these basis

functions V k
ρ . As before, we keep the coset decomposition Gk = {S1|w1}T +

{S2|w2}T + · · · + {Sb|wb}T . Also, let the the representation matrices of irrep ρk be

denoted as Γk
ρ({R|v}) for {R|v} ∈ Gk. Since the basis functions are Bloch functions
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we require that Γk
ρ({E|t}) = exp(−ik · t). Moreover, since ρk : Gk → GL(V k

ρ )

is a homomorphism, Γk
ρ({Si|wi}{Sj|wj}) = Γk

ρ({Si|wi})Γk
ρ({Sj|wj}) where

{Si|wi} and {Sj|wj} are any two coset representatives of T in Gk. However,

{Si|wi}{Sj|wj} = {SiSj|wi + Siwj} = {E|tij}{Sk|wk} where Sk = SiSj, {Sk|wk}

is a coset representative of T in Gk with rotation (or mirror) part being Sk and

tij = wi+Siwj−wk. Note that tij has to be a lattice translation, tij ∈ T . This means

that Γk
ρ({Si|wi}{Sj|wj}) = Γk

ρ({E|tij}{Sk|wk}) = Γk
ρ({E|tij})Γk

ρ({Sk|wk}) =

exp(−ik · tij)Γk
ρ({Sk|wk}) again using the homomorphism property of ρk. Therefore,

Γk
ρ({Si|wi})Γk

ρ({Sj|wj}) = exp(−ik·tij)Γk
ρ({Sk|wk}). Now, if we define a new matrix

Dk
ρ ({Si|wi}) ≡ exp(ik · wi)Γ

k
ρ({Si|wi}), the equation Γk

ρ({Si|wi})Γk
ρ({Sj|wj}) =

exp(−ik · tij)Γk
ρ({Sk|wk}) becomes exp(−ik · (wi + wj))D

k
ρ ({Si|wi})Dk

ρ ({Sj|wj}) =

exp(−ik · (tij + wk))D
k
ρ ({Sk|wk}) or Dk

ρ ({Si|wi})Dk
ρ ({Sj|wj}) = exp(−ik ·

(Siwj − wj))D
k
ρ ({Sk|wk}) = exp(−i(S−1

i k − k) · wj)D
k
ρ ({Sk|wk}). However, since

{Si|wi} ∈ Gk, Sik ≡ k or S−1
i k = k + gi where gi = c1K1 + c2K2 is some reciprocal

lattice vector. Therefore, Dk
ρ ({Si|wi})Dk

ρ ({Sj|wj}) = exp(−igi · wj)D
k
ρ ({Sk|wk}).

The reason we go from Γk
ρ to Dk

ρ matrices becomes clear from the following

observation. Let {S|w1} and {S|w2} be two elements of the coset {S|w}T

of Gk. Then, we know that w2 − w1 = t is a lattice translation. Then,

Dk
ρ ({S|w2}) = exp(ik · w2)Γk

ρ({S|w2}) = exp(ik · w2)Γk
ρ({S|w1 + t}) = exp(ik ·

w2)Γk
ρ({E|t}{S|w1}) = exp(ik · w2)Γk

ρ({E|t})Γk
ρ({S|w1}) = exp(ik · w2) exp(−ik ·

t) exp(−ik · w1)Dk
ρ ({S|w1}) = Dk

ρ ({S|w1}). Therefore, the matrices Dk
ρ are same

for all elements of a coset. Therefore, we can think of Dk
ρ as matrix valued function

on the quotient group Gk/T ∼= Ḡk, where ∼= symbol was used to show that the

groups are isomorphic. Therefore, Dk
ρ is a function on Ḡk satisfying the condition

Dk
ρ (Si)D

k
ρ (Sj) = exp(−igi · wj)D

k
ρ (Sk) where SiSj = Sk. Now, Dk

ρ is a homomor-

phism if (i) all wj are 0 or lattice translations t, (ii) gi = S−1
i k− k = 0 that is k is a

interior point of the irreducible Brillouin zone. Therefore, in these two cases, the Dk
ρ
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matrices are representation matrices of the little co-group Ḡk. Therefore, in these

two cases, we need to find the irreps of Ḡk, and that will immediately give the irreps

of Gk since Γk
ρ({Si|wi}) = exp(−ik ·wi)D

k
ρ ({Si|wi}).

When the factor exp(−igi · wj) 6= 1 that is when the space group is nonsym-

morphic and wave vector k is at the edge of the Brillouin zone, finding the irreps

Γk
ρ is a bit more complicated. In this case, we need to introduce the concept

of projective representations. A nonsingular matrix function ∆ on a group H is

called projective representation of H if ∆(Hi)∆(Hj) = µ(Hi, Hj)∆(HiHj) for all

Hi, Hj ∈ H where µ(Hi, Hj) is a scalar function satisfying µ(Hi, HjHk)µ(Hj, Hk) =

µ(Hi, Hj)µ(HiHj, Hk). The function µ is called the factor system of the projec-

tive representation ∆. In our problem µ(Si, Sj) = exp(−igi · wj) with properties

µ(E, Sj) = µ(Sj, E) = µ(E,E) = 1 as well as µ(S−1
j , Sj) = exp(−i(Sjk − k) ·wj) =

exp(−i(Sjk−k)·wj) = exp(−i(k−S−1
j k)·(S−1

j wj)) = exp(−i(S−1
j k−k)·(−S−1

j wj)) =

µ(Sj, S
−1
j ). For 2 dimensional nonsymmorphic space groups, wj is half a lattice

translation since it is the translation part of a glide symmetry. In 3 dimensional space

groups, wj can be 1/n of a lattice translation corresponding to a 2π/n screw rotation

where n = 2, 3, 4, or 6. Therefore, since for any reciprocal lattice vector g and any

lattice translation vector t, g · t = 2πm where m ∈ Z, the factor µ(Si, Sj) can always

be written as µ(Si, Sj) = exp(−igi ·wj) = exp(2πia(Si, Sj)/n) where n = 2, 3, 4, or 6

and a(Si, Sj) ∈ Z with the constraint 0 ≤ a(Si, Sj) ≤ n−1. Moreover, for our problem

a(Si, Sj) satisfies the following the properties: a(Si, E) = a(E, Si) = a(E,E) = 0

and a(Si, S
−1
i ) = a(S−1

i , Si). To get the projective representation of Ḡk, let

us define another group Ḡk
∗ with number of elements |Ḡk

∗ | = n|Ḡk| = nb such

that the elements of this new group are of the form (Si, α) where Si ∈ Ḡk and

α ∈ Zn. Note that Zn is the cyclic group consisting of elements 0, 1, . . . , n − 1

with group product being just the addition modulo n. Moreover, we define the

product for |Ḡk
∗ | as (Si, α)(Sj, β) = (SiSj, α + β + a(Si, Sj)). Clearly the identity
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element of Ḡk
∗ is (E, 0). The inverse of an element (Si, α) is (S−1

i ,−α − a(Si, S
−1
i )).

Also, (E,α)(Si, β) = (Si, α + β) = (Si, β)(E,α). Since (E,α) commutes with

all elements of Ḡk
∗ , for any irrep ρ∗ of Ḡk

∗ , Γρ∗((E,α)) is a scalar multiply of the

identity matrix due to Schur’s lemma discussed previously. Suppose there exists

an irrep ρk∗ of Ḡk
∗ such that Γk

ρ∗((E,α)) = exp(2πiα/n)1. Then, Γk
ρ∗((Si, α)) =

Γk
ρ∗((Si, 0)(E,α)) = Γk

ρ∗((Si, 0))Γk
ρ∗((E,α)) = Γk

ρ∗((Si, 0)) exp(2πiα/n). If we now

write Γk
ρ∗((Si, 0)) = Dk

ρ (Si), then we haveDk
ρ (Si)D

k
ρ (Sj) = Γk

ρ∗((Si, 0))Γk
ρ∗((Sj, 0)) =

Γk
ρ∗((Si, 0)(Sj, 0)) = Γk

ρ∗((SiSj, a(Si, Sj))) = Γk
ρ∗((SiSj, 0))Γk

ρ∗((E, a(Si, Sj))) =

Dk
ρ (SiSj) exp(2πia(Si, Sj)) = exp(−igi · wj)D

k
ρ (SiSj). This is exactly what we

wanted. In summary, to get the projective representations Dk
ρ of the little co-group

Ḡk at wave vector k at the edge of the Brillouin zone of a nonsymmorphic space

group G, we have to construct the group Ḡk
∗ and look for its representations Γk

ρ∗

which satisfy condition that Γk
ρ∗((E,α)) = exp(2πiα/n)1.

Once we get the irreps ρk of the little group Gk at wave vector k following

the procedure outlined above, we can find the representations of the space group

G in the following way. As before, the coset decomposition of the little group

is Gk = {S1|w1}T + {S2|w2}T + · · · + {Sb|wb}T , and the basis functions of t-

dimensional irrep ρk are ũk,1(r), ũk,2(r), . . . , ũk,t(r). We write the coset decompo-

sition G = {E|0}Gk + {R2|v2}Gk + · · · + {Rq|vq}Gk. As noted earlier, any element

of the coset can be a representative of the coset, but here we fix the coset repre-

sentatives to be {E|0}, {R2|v2}, . . . , {Rq|vq}, and index these with greek letters as

{Rα|vα} with α = 1, . . . , q. The readers can convince themselves that any element

g of the space group G can be uniquely written as g = {Rα|vα}{Sn|vn} where

{Rα|vα} ∈ {{E|0}, {R2|v2}, . . . , {Rq|vq}} and {Sn|vn} ∈ Gk. We define ũRαk,i(r) =

{Rα|vα}ũk,i(r) which are the basis functions at wave vector Rαk in the star of k.

Then, the set of functions {ũRαk,i(r)} forms the basis of the representation of space

group G induced from ρk. We denote this induced representation as ρk ↑ G, and
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the representation matrices Γ(ρk↑G)(g) of (ρk ↑ G) can be obtained from the repre-

sentation matrices Γk
ρ of ρk as follows. Writing any g ∈ G in the unique form

g = {Rα|vα}{Sn|vn} as mentioned above, we get

(ρk ↑ G)(g)ũ
(β)
Rβk,i

(r) = g{Rβ|vβ}ũk,i(r)

= {Rα|vα}{Sn|vn}{Rβ|vβ}ũk,i(r)

= {Rγ|vγ}{Sm|vm}ũk,i(r)

= {Rγ|vγ}ũk,j(r)Γk
ρ({Sm|vm})ji

= ũ
(γ)
Rγk,j

(r)Γk
ρ({Sm|vm})ji

⇒ Γ(ρk↑G)(g)γβ,ji = Γk
ρ({Sm|vm})jiδγ,(gβ) = Γk

ρ({Rγ|vγ}−1g{Rβ|vβ})jiδγ,(gβ),

(4.10)

where in the third equality we used that fact that g{Rβ|vβ} = {Rα|vα}{Sn|vn}{Rβ|vβ}

is an element of G and can be uniquely written as {Rγ|vγ}{Sm|vm}, where {Rγ|vγ}

is one of the fixed coset representatives mentioned above and {Sm|vm} ∈ Gk. In

the last line we introduced a the kronecker delta function δγ,(gβ) which is 1 when

g{Rβ|vβ} ∈ {Rγ|vγ}Gk and 0 otherwise. The notation Γ(ρk↑G)(g)γβ,ji is understood

in the following way. The basis functions are arranged in a row vector in the same

order as we order the coset representatives: {ũk,1(r), . . . , ũk,t(r), ũR2k,1(r), . . . ,

ũR2k,t(r), . . . , ũRqk,1(r), . . . , ũRqk,t(r)}. Then the rows and columns of representation

matrices Γ(ρk↑G)(g) can be broken into blocks corresponding to the wave vectors Rαk

in the star of k. If there are nonzero elements in the block γβ of Γ(ρk↑G)(g), the

group element g maps the basis functions at Rβk to the basis functions at Rγk. With

this understanding, we can also get the expression for the characters χ(ρk↑G) of the
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induced representation ρk ↑ G in terms of the characters χρk of the irrep ρk of Gk:

χ(ρk↑G)(g) =

q∑
α=1

t∑
i=1

Γ(ρk↑G)(g)αα,ii

=

q∑
α=1

t∑
i=1

Γk
ρ({Rα|vα}−1g{Rα|vα})iiδα,(gα)

=

q∑
α=1

χρk({Rα|vα}−1g{Rα|vα})δα,(gα)

=
∑
α

′ χρk({Rα|vα}−1g{Rα|vα})

(4.11)

where the sum in the last equality is constrained to those α for which little group

Gkα = {Rα|vα}Gk{Rα|vα}−1 of wave vector kα = Rαk contains g.

Before going to the examples in the next subsection let us summarize the procedure

of finding characters of finite dimensional representations of space groups, or more

precisely, characters of irreducible representations of little group Gk at wave-vector

k in the Brillouin zone of corresponding to some space group G. The steps are given

below:

• Find the isogonal group F of space group G consisting of the mirror and rotation

parts of the quotient group G/T where T translation subgroup of G.

• Find the elements R ∈ F such that Rk ≡ k. The set of these elements form

little co-group Ḡk.

• If the group is symmorphic or if the point k not at the edge of the Brillouin

zone, find the irreducible representation matrices Dk corresponding to little co-

group Ḡk. Then irreducible representation matrices Γk corresponding to little

group Gk are Γk({R|v}) = exp(−ik · v)Dk(R).
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• If the group is nonsymmorphic and the wave vector k is at the edge of Bril-

louin zone, instead of finding representations of Ḡk, we have to find projective

representations.

Symmetry protected degeneracy in frequency bands of elastic structures

In the following you will give examples of representations of different 2 dimensional

space groups. We will start with a elastic system corresponding to the maximally

symmetric space group p4mm with square Bravais lattice. We will plot the eigenvalues

ω of the Eq. 4.4 as function of wave vector k, i.e. the band structure, along high

symmetry lines in the Brillouin zone. We will find degeneracies in the band structures

at some wave vectors k corresponding to 2 dimensional irreps of the little group of

k. Then, we will change the elastic structure perturbatively to get a structure with

a lower space group symmetry. We will find that some of the symmetry protected

degeneracies will be lifted for these elastic structures with lower symmetry. Note

that band structures and eigenfunctions shown here are obtained using finite element

simulations.

p4mm: The unit cell, band structure and some of the eigenfunctions of the elastic

structure is shown in Fig. 4.4(a). The elliptic inclusions all have major axis 0.3a

and minor axis 0.15a where a is the length of the sides of the unit cell. Any

element of the group p4mm can be written as an element of the point group C4v

followed by a lattice translation with two fundamental lattice translations t1 and

t2 being of same length but in the mutually perpendicular directions. The elements

{E,C4, C
2
4 , C

3
4 , σv, σ

′
v, σd, σ

′
d} of the point group C4v can be understood in the following

way. C4 is the rotation about the center of the cell by an angle π/2 in the anticlock-

wise direction. Then, C2
4 and C3

4 are then rotations around the point by angles π and

3π/2. The two vertical mirrors σv and σ′v are the mirrors with normals along t1 and
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Figure 4.4: Anti-plane shear wave band structures and eigenfunctions of elastic
systems p4mm (a) and p2mm (b). The unit cells are shown inset with the band
structures. The elastic matrix with shear modulus µ0 and densityρ0 is shown in dark
grey and the elliptic inclusions with shear modulus µi and densityρi are shown in light
grey, where µi/µ0 = 1/10 and ρi/ρ0 = 1/2. The sizes of the inclusions are given in
the text. See Fig. 4.2(a) for the specifics of the points in the horizontal axes of band
structures. The eigenfrequency ω was normalized by 2πc0/a where c0 =

√
µ0/ρ0 is

the speed of shear wave inside the elastic matrix and a is length of the sides of the
unit cells. A few eigenfunctions ũ

(i)
k for k = Γ, X, Z and M are plotted over four adja-

cent unit cells below each band structures, where i in ũ
(i)
k denotes the band number

counted from the lowest band at that point k. At the top right of each eigenfunction
the little group irrep it belongs to is written.

t2 respectively. The two diagonal mirrors σd and σ′d are the ones with normals along

t1−t2 and t1 +t2, respectively. To make the notations for the mirrors clearer, we will

denote a mirror as σmn if its normal is along mt1 + nt2 direction from here onward.

In this notation, σv ≡ σ10, σ′v ≡ σ01, σd ≡ σ11̄ and σ′d ≡ σ11. The isogonal group of

p4mm is just F = C4v. The Brillouin zone and some spacial points in the Brillouin

153



zone are shown in Fig. 4.2(a). In the following we will treat some of the points in the

Brillouin zone in detail.

Γ: Clearly, the point Γ with wave vector k = 0 is invariant under the appli-

cation of any element of F = C4v. Therefore, the little co-group of point Γ is

ḠΓ = C4v, and the little group is GΓ = {E|0}T + {C4|0}T + {C2
4 |0}T + {C3

4 |0}T +

{σ10|0}T + {σ01|0}T + {σ11̄|0}T + {σ11|0}T where T = {mt1 + nt2|m,n ∈ Z}.

Then, using the recipe explained above, we can first find the irreps DΓ of ḠΓ = C4v

(since p4mm is symmorphic). Once we find that, the irreps of little group GΓ are

ΓΓ({R|t}) = exp(−i0 · t)DΓ(R) = DΓ(R). Now, the matrices ΓΓ({R|t}) = DΓ(R)

may vary depending on the choice of the basis functions, but the characters (trace)

are independent of this choice. Moreover, the character table of ḠΓ = C4v is easily

available [68]. We reproduce the character table for completeness in Table 4.4. From

Table 4.4: Character table of C4v

{E} {C4, C
3
4} {C2} {σ10, σ01} {σ11̄, σ11}

A1 +1 +1 +1 +1 +1
A2 +1 +1 +1 −1 −1
B1 +1 −1 +1 +1 −1
B2 +1 −1 +1 −1 +1
E +2 0 −2 0 0

this character table of the little co-group ḠΓ, the characters of the matrices ΓΓ of the

little group GΓ can be easily obtained (since ΓΓ({R|t}) = DΓ(R)), which we show

in Table 4.5. Note that this table does not contain the composite elements (combi-

Table 4.5: Characters of irrep matrices ΓΓ of little group GΓ of p4mm
{{E|mt1 + nt2}} {{C4|0}, {C3

4 |0}} {{C2
4 |0}} {{σ10|0}, {σ01|0}} {{σ11̄|0}, {σ11|0}}

Γ1 +1 +1 +1 +1 +1
Γ2 +1 +1 +1 −1 −1
Γ3 +1 −1 +1 +1 −1
Γ4 +1 −1 +1 −1 +1
Γ5 +2 0 −2 0 0

nation of point group operation and translation) of GΓ. However, matrices of those
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composite operations can be obtained multiplying matrices of point group operations

and translation operations due to homomorphism. More importantly, since irrep Γ5 is

2 dimensional (this clear from the fact that the trace of the irrep matrix of the identity

element {E|0} is 2), there can be degeneracies at the Γ point in the band structure.

Consider the eigenfunctions ũ
(2)
Γ and ũ

(3)
Γ in Fig. 4.4(a). Under lattice translations,

the remain invariant. Under π rotation about the center of the unit cell, they become

−ũ(2)
Γ and −ũ(3)

Γ . Under π/2 rotation, though, ũ
(2)
Γ and ũ

(3)
Γ transform to −ũ(3)

Γ and

ũ
(2)
Γ , respectively. Under mirror σ10, ũ

(2)
Γ and ũ

(3)
Γ transform to ũ

(2)
Γ and −ũ(3)

Γ , respec-

tively. Under mirror σ01, ũ
(2)
Γ and ũ

(3)
Γ transform to −ũ(2)

Γ and ũ
(3)
Γ , respectively. Under

mirror σ11̄, ũ
(2)
Γ and ũ

(3)
Γ transform to ũ

(3)
Γ and ũ

(2)
Γ , respectively. Lastly, under mirror

σ11, ũ
(2)
Γ and ũ

(3)
Γ transform to −ũ(3)

Γ and ũ
(2)
Γ , respectively. Therefore, ũ

(2)
Γ and ũ

(3)
Γ

form a representation of GΓ with matrices:

ΓΓ({E|mt1 + nt2}) =

1 0

0 1

 ,ΓΓ({C4|0}) =

 0 1

−1 0

 ,

ΓΓ({C3
4 |0}) =

0 −1

1 0

 ,ΓΓ({C2
4 |0}) =

−1 0

0 −1

 ,

ΓΓ({σ10|0}) =

1 0

0 −1

 ,ΓΓ({σ01|0}) =

−1 0

0 1

 ,

ΓΓ({σ11̄|0}) =

0 1

1 0

 ,ΓΓ({σ11|0}) =

 0 1

−1 0

 .

(4.12)

The traces of these matrices reveal that this corresponds to irrep Γ5, which is 2

dimensional. That is why we see that ũ
(2)
Γ and ũ

(3)
Γ have the same eigenfrequency

(Fig. 4.4)(a).
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M: Since any element of C4v brings the wave vector k = (K1 + K2)/2, where

K1 and K2 are the fundamental reciprocal lattice vectors, to an equivalent wave

vector, the little co-group of the M point is also ḠM = C4v. The M point is a

vertex of Brillouin zone. However, since p4mm is a symmorphic group, the matrices

DM are irrep matrices (as opposed to projective representation matrices) of little

co-group ḠM . However, unlike for Γ point, for M point the relation between irrep

matrices ΓM of the little group GM and irrep matrices DM of the little co-group

ḠM is ΓM({R|t}) = exp(−i(K1/2 + K2/2) · t)DM(R) = exp(−iπ(m + n))DM(R),

where t = mt1 + nt2. Using the character table of C4v, the characters of the irrep

matrices of little group GM can be easily evaluated and given in Table 4.6. Again,

Table 4.6: Characters of irrep matrices ΓM of little group GM of p4mm
{{E|mt1 + nt2}} {{C4|0}, {C3

4 |0}} {{C2
4 |0}} {{σ10|0}, {σ01|0}} {{σ11̄|0}, {σ11|0}}

M1 exp(−iπ(m+ n)) +1 +1 +1 +1
M2 exp(−iπ(m+ n)) +1 +1 −1 −1
M3 exp(−iπ(m+ n)) −1 +1 +1 −1
M4 exp(−iπ(m+ n)) −1 +1 −1 +1
M5 2 exp(−iπ(m+ n)) 0 −2 0 0

there is one 2 dimensional irrep: M5. Consider the eigenfunctions ũ
(3)
M and ũ

(4)
M as

shown in Fig. 4.4(a). Eigenfunctions ũ
(3)
M and ũ

(4)
M transform to −ũ(3)

M and −ũ(4)
M ,

respectively, under each of the translations t1 and t2, but to ũ
(3)
M and ũ

(4)
M , respectively,

under translation t1 + t2. Moreover, it can be easily verified by inspection that the
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representation matrices of the point group operations in the basis ũ
(3)
M and ũ

(4)
M are:

ΓM({C4|0}) =

 0 1

−1 0

 ,ΓM({C3
4 |0}) =

0 −1

1 0

 ,ΓM({C2
4 |0}) =

−1 0

0 −1

 ,

ΓM({σ10|0}) =

0 1

1 0

 ,ΓM({σ01|0}) =

 0 −1

−1 0

 ,

ΓM({σ11̄|0}) =

−1 0

0 1

 ,ΓM({σ11|0}) =

1 0

0 −1

 .

(4.13)

From all this, clearly, ũ
(3)
M and ũ

(4)
M form the basis of irrep M5, and unsurprisingly

the eigenfrequencies for these two eigenfunctions are same giving rise to symmetry

protected degeneracy.

X: The point X or wave vector k = K1/2 (where K1 is the fundamental recip-

rocal lattice vector in the horizontal direction) remain invariant under elements C2,

σ01 and transform to an equivalent point under σ10. Therefore, the little co-group

of point X is ḠX = C2v. The X point is at the edge of Brillouin zone. The char-

acter table of irreps of ḠX = C2v is given in Table 4.7. Then, using the relation

Table 4.7: Character table of C2v

{E} {C2} {σ10} {σ01}
A1 +1 +1 +1 +1
A2 +1 +1 −1 −1
B1 +1 −1 +1 −1
B2 +1 −1 −1 +1

ΓX({R|t}) = exp(−i(K1/2) · t)DX(R) = exp(−imπ)DX(R), where t = mt1 + nt2

between irrep matrices ΓX of little group GX and irrep matrices DX of little co-group

ḠX , the characters of irrep matrices ΓX can be obtained and given in Table 4.8. Note

that there are no multidimensional irrep. Therefore, there is no symmetry protected

157



Table 4.8: Characters of irrep matrices ΓX of little group GX of p4mm and p2mm
{{E|mt1 + nt2}} {{C2|0}} {{σ10|0}} {{σ01|0}}

X1 exp(−imπ) +1 +1 +1
X2 exp(−imπ) +1 −1 −1
X3 exp(−imπ) −1 +1 −1
X4 exp(−imπ) −1 −1 +1

degeneracies at the X point. Consider the eigenfunctions ũ
(3)
X , ũ

(4)
X and ũ

(5)
X shown

in Fig. 4.4(a). The eigenfunction ũ
(3)
X transform to −ũ(3)

X , −ũ(3)
X and ũ

(3)
X under C2,

σ10 and σ01 respectively. Therefore, ũ
(3)
X is the basis of 1 dimensional irrep X4. The

eigenfunction ũ
(4)
X transform to ũ

(4)
X , ũ

(4)
X and ũ

(4)
X under C2, σ10 and σ01 respectively.

Therefore, ũ
(4)
X is the basis of 1 dimensional irrep X1. The eigenfunction ũ

(5)
X trans-

form to −ũ(5)
X , ũ

(5)
X and −ũ(5)

X under C2, σ10 and σ01 respectively. Therefore, ũ
(5)
X is

the basis of 1 dimensional irrep X3.

Z: The wave vectors K1/2 + uK2 with 0 < u < 1/2 are denoted as Z, and

remain invariant only under the application the identity E and σ10 (σ10 brings the

Z to an equivalent wave vector) among all the elements of C4v. Therefore, for these

wave vectors, the little co-group is ḠZ = {E, σ10} = C1v. The points Z are at

the edge of the Brillouin zone, however, since p4mm is a symmorphic group, the

irreps of little group GZ can be obtained from the irreps of little co-group ḠZ . The

character table of C1v is given Table 4.9. The characters of The relation between irrep

Table 4.9: Character table of C1v

{E} {σ}
A1 +1 +1
A2 +1 −1

matrices ΓZ of the little group GZ and irrep matrices DZ of the little co-group ḠZ

is ΓZ({R|t}) = exp(−i(K1/2 + uK2) · t)DZ(R) = exp(−iπ(m+ 2un))DZ(R), where

t = mt1 + nt2. Using this, we can find the characters of matrices ΓZ , and they are

given in Table 4.10. There is no multidimensional irrep of GZ , and therefore there
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can be no symmetry protected degeneracies. Let us consider the eigenfunctions ũ
(3)
Z

Table 4.10: Characters of irrep matrices ΓZ of little group GZ of p4mm
{{E|mt1 + nt2}} {{σ10|0}}

Z1 exp(−iπ(m+ 2un)) +1
Z2 exp(−iπ(m+ 2un)) −1

and ũ
(4)
Z shown in Fig. 4.4(a) (we chose u = 1/4). Under mirror σ10, ũ

(3)
Z and ũ

(4)
Z

transform to ũ
(3)
Z and −ũ(4)

Z , respectively. Therefore, ũ
(3)
Z and ũ

(4)
Z form the basis of

Z1 and Z2, respectively.

A more instructive way of thinking about the irrep label of the 3rd and 4th bands

at wave vectors Z comes from the observation that the little co-group C1v of the Z

points is subgroup of the little co-group C2v at point X and little co-group C4v at

point M . Let the irrep E of C4v restricted to subgroup C1v breaks into EC4v
∣∣
C1v

=

a1A
C1v
1 ⊕ a2A

C1v
2 . Then using the formula aα = 1

|C1v |
∑

g∈C1v

(
χC1v
α (g)

)∗
χC4v
E (g), we

find EC4v
∣∣
C1v

= AC1v
1 ⊕ AC1v

2 . Therefore, M5|GZ = Z1 ⊕ Z2. Let the irrep A1 of C2v

restricted to subgroup C1v breaks into AC2v
1

∣∣
C1v

= a1A
C1v
1 ⊕ a2A

C1v
2 . Then using the

formula aα = 1
|C1v |

∑
g∈C1v

(
χC1v
α (g)

)∗
χC2v
A1

(g), we find AC2v
1

∣∣
C1v

= AC1v
1 . Therefore,

X1|GX = Z1. Similarly, if the irrep B2 of C2v restricted to subgroup C1v breaks into

BC2v
2

∣∣
C1v

= a1A
C1v
1 ⊕ a2A

C1v
2 , using the formula aα = 1

|C1v |
∑

g∈C1v

(
χC1v
α (g)

)∗
χC2v
B2

(g),

we find BC2v
2

∣∣
C1v

= AC1v
2 . Therefore, X4|GZ = Z2. Therefore, 3rd goes from X4 irrep

at point X to Z2 at points Z, whereas 4th goes from X1 irrep at point X to Z1 at

points Z. However, a closer look at the band structure in Fig. 4.4(a) shows that the

3rd and 4th bands cross near between X and M near point X. then, to the right of

the crossing the 3rd band has irrep label Z1 and the 4th band has irrep label Z2. This

is exactly what we found in the last paragraph. This means that just by knowing

the irrep labels at the high symmetry points X and M , the irrep label on the line

connecting them is completely determined. Moreover, the band crossing near point
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X is accidental, not symmetry protected because there is no multidimensional irrep

of the little group GZ .

p2mm: As shown in Fig. 4.4(b), by changing the major axes of the top and bottom

ellipses to 0.37a, we obtain an elastic structure with p2mm space group symmetry.

In changing the sizes of the top and bottom ellipses, we broke C4, C3
4 , σ11̄ and σ11

point group symmetries. Therefore, any element of group p2mm can be written as

an element of the point group C2v = {E,C2, σ10, σ01} about the center of the unit cell

followed by a lattice translation. Note that since we did not change the size of the

unit cell, the fundamental lattice translations t1 and t2 and fundamental reciprocal

lattice vectors K1 and K2 remain the same as in the p4mm case in our example. As

a result, the Brillouin zone remain the same as in p4mm.

Γ: The point Γ with wave vector k = 0 is invariant under the application of

any element of C4v. The characters of the irreps DΓ of little co-group ḠΓ = C2v

are given in Table 4.7. Then, using the relation ΓΓ(R|t) = exp(−i0 · t)DΓ(R) =

DΓ(R) between irrep matrices ΓΓ of the little group GΓ and irrep matrices DΓ of

the little co-group ḠΓ, the characters of irrep matrices ΓΓ(R|t) can be obtained and

are given in Table 4.11. Now, it is worth noting that there is no multidimensional

Table 4.11: Characters of irrep matrices ΓΓ of little group GΓ of p2mm
{{E|mt1 + nt2}} {{C2|0}} {{σ10|0}} {{σ01|0}}

Γ1 +1 +1 +1 +1
Γ2 +1 +1 −1 −1
Γ3 +1 −1 +1 −1
Γ4 +1 −1 −1 +1

irrep at the Γ point for p2mm. This means that coming from p4mm to p2mm by

perturbatively changing the sizes of two of the ellipses in the unit cell, we lift the

degeneracies at the Γ point. Now, our goal is to learn which irrep of little group
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GΓ
p2mm the 2 dimensional irrep Γp4mm5 of the little group GΓ

p4mm breaks into. Let

Γp4mm5

∣∣
p2mm

= a1Γp2mm1 ⊕a2Γp2mm2 ⊕a3Γp2mm3 ⊕a4Γp2mm4 . This is equivalent to writing

EC4v
∣∣
C2v

= a1A
C2v
1 ⊕a2A

C2v
2 ⊕a3B

C2v
1 ⊕a4B

C2v
2 . We have to determine the coefficients

a1, a2, a3 and a4. To do this we use the formula aα = 1
|C2v |

∑
g∈C2v

(
χC2v
α (g)

)∗
χC4v
E (g)

derived earlier. Then a1 = (1× 2 + 1× (−2))/4 = 0, a2 = (1× 2 + 1× (−2))/4 = 0,

a3 = (1 × 2 + (−1) × (−2))/4 = 1 and a4 = (1 × 2 + (−1) × (−2))/4 = 1. This

implies that Γp4mm5

∣∣
p2mm

= Γp2mm3 ⊕Γp2mm4 . Consider the eigenfunctions ũ
(2)
Γ and ũ

(3)
Γ

in Fig. 4.4(b). Eigenfunction ũ
(2)
Γ transforms to −ũ(2)

Γ , ũ
(2)
Γ and −ũ(2)

Γ under C2, σ10

and σ01 about the center of the unit cell. Eigenfunction ũ
(3)
Γ transforms to −ũ(3)

Γ ,

−ũ(3)
Γ and ũ

(3)
Γ under C2, σ10 and σ01 about the center of the unit cell. Therefore,

ũ
(2)
Γ and ũ

(3)
Γ correspond to irreps Γp2mm3 and Γp2mm4 respectively. This confirms that

the 2-fold degeneracy between 2nd and 3rd band at Γ point of p4mm corresponding

to irrep Γp4mm5 (Fig. 4.4(a)) breaks into non-degenerate eigenfrequencies at Γ point of

p2mm corresponding to irrep Γp2mm3 and Γp2mm4 (Fig. 4.4(b)).

M: Since any element of C2v bring the wave vector k = (K1 + K2)/2, where K1

and K2 are the fundamental reciprocal lattice vectors, to an equivalent wave vector,

the little co-group of the M point is also ḠM = C2v. The characters of the irreps DΓ

of little co-group ḠΓ = C2v are given in Table 4.7. Then, using the relation ΓΓ(R|t) =

exp(−i(K1/2 + K2/2) · t)DΓ(R) = exp(−iπ(m + n))DΓ(R) (where t = mt1 + nt2)

between irrep matrices ΓΓ of the little group GΓ and irrep matrices DΓ of the little

co-group ḠΓ, the characters of irrep matrices ΓΓ(R|t) can be obtained and are given

in Table 4.12. Again, there is no multidimensional irrep at the M point for p2mm.

Table 4.12: Characters of irrep matrices ΓM of little group GM of p2mm
{{E|mt1 + nt2}} {{C2|0}} {{σ10|0}} {{σ01|0}}

M1 exp(−iπ(m+ n)) +1 +1 +1
M2 exp(−iπ(m+ n)) +1 −1 −1
M3 exp(−iπ(m+ n)) −1 +1 −1
M4 exp(−iπ(m+ n)) −1 −1 +1
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Since, EC4v
∣∣
C2v

= BC2v
1 ⊕ BC2v

2 as we saw before, Mp4mm
5

∣∣
p2mm

= Mp2mm
3 ⊕Mp2mm

4 .

Consider the eigenfunctions ũ
(3)
M and ũ

(4)
M in Fig. 4.4(b). Eigenfunction ũ

(3)
M transforms

to −ũ(3)
M , −ũ(3)

M and ũ
(3)
M under C2, σ10 and σ01 about the center of the unit cell.

Eigenfunction ũ
(4)
M transforms to −ũ(4)

M , ũ
(4)
M and −ũ(4)

M under C2, σ10 and σ01 about

the center of the unit cell. Therefore, ũ
(3)
M and ũ

(4)
M correspond to irreps Mp2mm

4 and

Mp2mm
3 respectively. This confirms that the 2-fold degeneracy between 3rd and 4th

band at M point of p4mm corresponding to irrep Mp4mm
5 (Fig. 4.4(a)) breaks into

non-degenerate eigenfrequencies at M point of p2mm corresponding to irrep Mp2mm
3

and Mp2mm
4 (Fig. 4.4(b)).

X: The wave vector k = K1/2 corresponding to point X remains invariant under

σ01, whereas transforms to an equivalent point under σ10 and C2. Therefore, the little

co-group ḠX = C2v. Since the little co-group of point X for p2mm and p4mm are

same and both space groups are symmorphic, the characters of the irrep matrices

ΓX
p2mm of p2mm equal those of p4mm and given in Table 4.8. Again there are no

multidimensional irrep. Therefore, there is no symmetry protected degeneracies at

the X point. Consider the eigenfunctions ũ
(3)
X , ũ

(4)
X and ũ

(5)
X shown in Fig. 4.4(b).

The eigenfunction ũ
(3)
X transform to −ũ(3)

X , ũ
(3)
X and −ũ(3)

X under C2, σ10 and σ01

respectively. Therefore, ũ
(3)
X is the basis of 1 dimensional irrep X3. The eigenfunction

ũ
(4)
X transform to ũ

(4)
X , ũ

(4)
X and ũ

(4)
X under C2, σ10 and σ01 respectively. Therefore,

ũ
(4)
X is the basis of 1 dimensional irrep X1. The eigenfunction ũ

(5)
X transform to −ũ(5)

X ,

−ũ(5)
X and ũ

(5)
X under C2, σ10 and σ01 respectively. Therefore, ũ

(5)
X is the basis of 1

dimensional irrep X4. Note that the eigenvectors at the X point of p2mm and p4mm

looked very similar. Moreover, the irrep labels at the X point of band 3, 4 and 5

for p4mm were exactly the same as those for p2mm albeit in a different order. This

is because we perturbed the elastic structure with p4mm to get to p2mm, and as a

result band inversions happened between the three bands.
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Z: The Z points of p2mm have the same little co-group as in p4mm and all

irreps are 1 dimensional; hence do not permit symmetry protected degeneracy. The

degeneracies that we see between 3rd and 4th band in Fig. 4.4(b) are accidental.

Figure 4.5: Anti-plane shear wave band structures and eigenfunctions of elastic
systems p4 (a) and p4gm (b). The unit cells are shown inset with the band structures.
The elastic matrix with shear modulus µ0 and densityρ0 is shown in dark grey and the
elliptic inclusions with shear modulus µi and densityρi are shown in light grey, where
µi/µ0 = 1/10 and ρi/ρ0 = 1/2. The sizes of the inclusions are given in the text. See
Fig. 4.2(a) for the specifics of the points in the horizontal axes of band structures.
The eigenfrequency ω was normalized by 2πc0/a where c0 =

√
µ0/ρ0 is the speed

of shear wave inside the elastic matrix and a is length of the sides of the unit cells.
A few eigenfunctions ũ

(i)
k for k = Γ, X, Z and M are plotted over four adjacent unit

cells below each band structures, where i in ũ
(i)
k denotes the band number counted

from the lowest band at that point k. At the top right of each eigenfunction the
little group irrep it belongs to is written. In some cases two irreps are written with
a parenthesis as for ũ

(2)
Γ . This means those two irreps together form an irreducible

co-representation due to time reversal symmetry, see Sec. 4.3.

p4: As shown in Fig 4.5(a), starting from the elastic structure corresponding to

p4mm, if we rotate all the ellipse counter clockwise by an angle 0 < θ < π/4, we
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break the mirror symmetries while keeping C4 rotation symmetry about the center.

This means that for 0 < θ < π/4, the elastic structure has p4 space group symmetry.

The space group p4 is symmorphic. In the specific angle used in Fig 4.5(a) is θ = π/12.

Γ: Clearly, the point Γ with wave vector k = 0 is invariant under the application

of any element of F = C4. Therefore, the little co-group of point Γ is ḠΓ = C4, and

the little group is GΓ = {E|0}T + {C4|0}T + {C2
4 |0}T + {C3

4 |0}T + {σ10|0}T where

T = {mt1 + nt2|m,n ∈ Z}. We can first find the irreps DΓ of ḠΓ = C4 (since p4

is symmorphic). Once we get that, the irreps of little group GΓ are ΓΓ({R|t}) =

exp(−i0 · t)DΓ(R) = DΓ(R). The character table of point group C4 is given in

Table 4.13. From this character table of the little co-group ḠΓ, the characters of the

Table 4.13: Character table of C4

{E} {C4} {C2} {C3
4}

A +1 +1 +1 +1
B +1 −1 +1 −1
E1 +1 +i −1 −i
E2 +1 −i −1 +i

matrices ΓΓ of the little group GΓ can be easily obtained (since ΓΓ({R|t}) = DΓ(R)),

which we show in Table 4.14. Note that there is no multidimensional irrep. However,

Table 4.14: Characters of irrep matrices ΓΓ of little group GΓ of p4
{{E|mt1 + nt2}} {{C4|0}} {{C2|0}} {{C3

4 |0}}
Γ1 +1 +1 +1 +1
Γ2 +1 −1 +1 −1
Γ3 +1 +i −1 −i
Γ4 +1 −i −1 +i

the characters corresponding to irreps Γ3 and Γ4 are complex. Since we obtained

the elastic structure with p4 symmetry by perturbatively rotating the ellipses from

a structure with p4mm symmetry, we should be able to tell which irrep of p4mm

at Γ converts to which irrep of p4 at Γ. Our goal is to learn which irrep of little

group GΓ
p4 the 2 dimensional irrep Γp4mm5 of the little group GΓ

p4mm breaks into. Let
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Γp4mm5

∣∣
p4

= a1Γp41 ⊕ a2Γp42 ⊕ a3Γp43 ⊕ a4Γp44 . This is equivalent to writing EC4v
∣∣
C4

=

a1A
C4 ⊕ a2B

C4 ⊕ a3E
C4
1 ⊕ a4E

C4
2 . We have to determine the coefficients a1, a2, a3

and a4. To do this we use the formula aα = 1
|C4|
∑

g∈C4

(
χC4
α (g)

)∗
χC4v
E (g) derived

earlier. Then a1 = (1 × 2 + 1 × (−2))/4 = 0, a2 = (1 × 2 + 1 × (−2))/4 = 0,

a3 = (1× 2 + (−1)× (−2))/4 = 1 and a4 = (1× 2 + (−1)× (−2))/4 = 1. This implies

that Γp4mm5

∣∣
p4

= Γp43 ⊕ Γp44 . Consider the eigenfunctions ũ
(2)
Γ and ũ

(3)
Γ in Fig. 4.5(a).

Eigenfunction ũ
(2)
Γ transforms to −ũ(2)

Γ under C2 about the center of the unit cell.

Eigenfunction ũ
(3)
Γ transforms to −ũ(3)

Γ under C2 about the center of the unit cell.

Therefore, ũ
(2)
Γ and ũ

(3)
Γ correspond to irreps Γp43 and Γp44 in no particular order. This

confirms that the 2-fold degeneracy between 2nd and 3rd band at Γ point of p4mm

corresponding to irrep Γp4mm5 (Fig. 4.4(a)) breaks into eigenfrequencies at Γ point of

p4 corresponding to irrep Γp43 and Γp44 (Fig. 4.5(a)). From our discussion until now,

since the eigenfunctions ũ
(2)
Γ and ũ

(3)
Γ correspond to different irreps, they should not

be degenerate. But from the band structure in Fig. 4.5(a), we see that the bands

2 and 3 have the frequency at point Γ. This is not an accidental degeneracy; it is

rooted in the fact that the characters of Γ3 and Γ4 are complex, and the Hamiltonian

is time reversal symmetric. We will discuss this in the nex section (Sec 4.3).

M: Clearly, the point M with wave vector k = (K1 + K2)/2 transforms to an

equivalent point under the application of any element in the isogonal group F = C4.

Therefore, the little co-group of point M is ḠM = C4. We can first find the irreps DM

of ḠM = C4 (since p4 is symmorphic). Once we get that, the irreps of little group

GM are ΓM({R|t}) = exp(−i(K1/2 + K2/2) · t)DM(R) = exp(−iπ(m + n))DM(R).

The character table of point group C4 is given in Table 4.13. From this character

table of the little co-group ḠM , the characters of the matrices ΓM of the little group

GM can be easily obtained, which we show in Table 4.15. Note that, again, there

is no multidimensional irrep; but, the characters corresponding to irreps M3 and M4
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Table 4.15: Characters of irrep matrices ΓM of little group GM of p4
{{E|mt1 + nt2}} {{C4|0}} {{C2|0}} {{C3

4 |0}}
M1 exp(−iπ(m+ n)) +1 +1 +1
M2 exp(−iπ(m+ n)) −1 +1 −1
M3 exp(−iπ(m+ n)) +i −1 −i
M4 exp(−iπ(m+ n)) −i −1 +i

are complex. Since EC4v
∣∣
C4

= EC4
1 ⊕ EC4

2 , Mp4mm
5

∣∣
p4

= Mp4
3 ⊕Mp4

4 . Consider the

eigenfunctions ũ
(3)
M and ũ

(3)
M in Fig. 4.5(a). Eigenfunction ũ

(3)
M transforms to −ũ(3)

M

under C2 about the center of the unit cell. Eigenfunction ũ
(4)
M transforms to −ũ(4)

M

under C2 about the center of the unit cell. Therefore, ũ
(3)
M and ũ

(4)
M correspond to irreps

Mp4
3 and Mp4

4 in no particular order. This confirms that the 2-fold degeneracy between

3nd and 4rd band at M point of p4mm corresponding to irrep Mp4mm
5 (Fig. 4.4(a))

breaks into eigenfrequencies at M point of p4 corresponding to irrep Mp4
3 and Mp4

4

(Fig. 4.5(a)). From our discussion until now, since the eigenfunctions ũ
(3)
M and ũ

(4)
M

correspond to different irreps, they should not be degenerate. But from the band

structure in Fig. 4.5(a), we see that the bands 3 and 4 have the frequency at point

M . This is not an accidental degeneracy; it is rooted in the fact that the characters

of M3 and M4 are complex, and the Hamiltonian is time reversal symmetric. We will

discuss this in the nex section (Sec 4.3).

X: The point X with wave vector k = K1/2 transform into an equivalent point

under C2 rotation. The little co-group is ḠX = C2 = {E,C2}. The characters of

irrep matrices DX of point group C2 are given in Table 4.16. Then, using the relation

Table 4.16: Character table of C2

{E} {C2}
A +1 +1
B +1 −1

ΓX({R|t}) = exp(−i(K1/2) · t)DX(R) = exp(−imπ)DX(R), where t = mt1 + nt2

between irrep matrices ΓX of little group GX and irrep matrices DX of little co-group
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ḠX , the characters of irrep matrices ΓX can be obtained and given in Table 4.17. Note

Table 4.17: Characters of irrep matrices ΓX of little group GX of p4
{{E|mt1 + nt2}} {{C2|0}}

X1 exp(−imπ) +1
X2 exp(−imπ) −1

that there is no multidimensional irreps and all characters are real. Therefore, there

should not be any degeneracies. Consider the eigenfunctions ũ
(3)
X and ũ

(4)
X shown in

Fig. 4.5(a). The eigenfunction ũ
(3)
X transform to −ũ(3)

X under C2 rotation. Therefore,

ũ
(3)
X is the basis of 1 dimensional irrep X2. The eigenfunction ũ

(4)
X transform to ũ

(4)
X

under C2 rotation. Therefore, ũ
(4)
X is the basis of 1 dimensional irrep X1.

Z: The little co-group Z points of p4 is trivial ḠZ = {E} because no element of

the isogonal group F = C4 brings the wave vector to an equivalent point. Therefore,

the irrep is trivial and 1 dimensional.

Table 4.18: Characters of irrep matrices ΓZ of little group GZ of p4
{{E|mt1 + nt2}}

Z1 exp(−i(m+ 2un)π)

p4gm: Starting from the p4mm unit cell shown in Fig. 4.4(a) a counter clockwise

rotation of all the ellipses, as we also did to break the mirrors and obtain p4 structure,

by angle θ = π/4 creates glide planes perpendicular to the fundamental lattice trans-

lations but shifted by a quarter of a unit cell from the center of a unit cell as well as

mirror planes at angle π/4 with the fundamental lattice translations (see Fig. 4.1(l)).

These are exactly the symmetry elements of space group p4gm. As was discussed

before, this is a nonsymmorphic space group. However, the isogonal group of p4gm

is same as that of p4mm: F = C4v. As such, finding the irreps of the little groups of
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wave vectors at the edge of the Brillouin zone will be more involved as we will discuss

below.

Γ: Since the wave vector k = 0 remains invariant under every element of the

isogonal group F = C4v, the little co-group of the Γ point is ḠΓ = C4v. Even

though p4gm is a nonsymmorphic group, since the point Γ is inside the Brillouin zone,

according to our recipe, we can build the irrep matrices DΓ of the little co-group ḠΓ

and then use the relation ΓΓ({R|t}) = exp(−i0 ·t)DΓ(R) = DΓ(R) between the irrep

matrices ΓΓ({R|t}) of little group GΓ and the irrep matrices DΓ(R). To that end, the

character table of ḠΓ = C4v is given in Table 4.4 and the characters of irrep matrices

ΓΓ are given in Table 4.19. Consider the eigenfunctions ũ
(3)
Γ and ũ

(4)
Γ in Fig. 4.5(b).

Table 4.19: Characters of irrep matrices ΓΓ of little group GΓ of p4gm. The Seitz
notation {R|1/2, 1/2} is the shorthand for {R|t1/2 + t2/2}

{{E|mt1 + nt2}} {{C4|0}, {C3
4 |0}} {{C2

4 |0}} {{σ10|1/2, 1/2}, {σ01|1/2, 1/2}} {{σ11̄|1/2, 1/2}, {σ11|1/2, 1/2}}
Γ1 +1 +1 +1 +1 +1
Γ2 +1 +1 +1 −1 −1
Γ3 +1 −1 +1 +1 −1
Γ4 +1 −1 +1 −1 +1
Γ5 +2 0 −2 0 0

Under lattice translations, they remain invariant. Under π rotation about the center

of the unit cell, they become −ũ(3)
Γ and −ũ(4)

Γ . Under π/2 rotation, though, ũ
(3)
Γ and

ũ
(4)
Γ transform to −ũ(4)

Γ and ũ
(3)
Γ , respectively. Under mirror {σ10|t1/2+t2/2}, ũ(3)

Γ and

ũ
(4)
Γ transform to −ũ(3)

Γ and ũ
(4)
Γ , respectively. Under mirror {σ01|t1/2+t2/2}, ũ(3)

Γ and

ũ
(4)
Γ transform to ũ

(3)
Γ and −ũ(4)

Γ , respectively. Under mirror {σ11̄|t1/2+t2/2}, ũ(3)
Γ and

ũ
(4)
Γ transform to −ũ(4)

Γ and −ũ(3)
Γ , respectively. Lastly, under mirror {σ11|t1/2+t2/2},

ũ
(3)
Γ and ũ

(4)
Γ transform to −ũ(4)

Γ and ũ
(3)
Γ , respectively. Therefore, ũ

(3)
Γ and ũ

(4)
Γ form
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a representation of GΓ with matrices:

ΓΓ({E|mt1 + nt2}) =

1 0

0 1

 ,ΓΓ({C4|0}) =

 0 1

−1 0

 ,ΓΓ({C3
4 |0}) =

0 −1

1 0

 ,

ΓΓ({C2
4 |0}) =

−1 0

0 −1

 ,ΓΓ({σ10|t1/2 + t2/2}) =

−1 0

0 1

 ,

ΓΓ({σ01|t1/2 + t2/2}) =

1 0

0 −1

 ,ΓΓ({σ11̄|t1/2 + t2/2}) =

 0 −1

−1 0

 ,

ΓΓ({σ11|t1/2 + t2/2}) =

 0 1

−1 0

 .

(4.14)

The traces of these matrices reveal that this corresponds to irrep Γ5, which is 2

dimensional. That is why we see that ũ
(3)
Γ and ũ

(4)
Γ have the same eigenfrequency

(Fig. 4.5)(b).

M: Since any element of C4v brings the wave vector k = (K1 + K2)/2, where

K1 and K2 are the fundamental reciprocal lattice vectors, to an equivalent wave

vector, the little co-group of the M point is also ḠM = C4v. The M point is a

vertex of Brillouin zone. Since p4gm is a nonsymmorphic group, the matrices DM

form projective representations of the little co-group C4v. To this end we first build

the little group GM = {E|0}T + {C4|0}T + {C2|0}T + {C3
4 |0}T + {σ10|t1/2 +

t2/2}T + {σ01|t1/2 + t2/2}T + {σ11̄|t1/2 + t2/2}T + {σ11|t1/2 + t2/2}T fixing

the coset representative as those shown. The factor group GM/T is GM/T =

{{E|0}, {C4|0}, {C2|0}, {C3
4 |0}, {σ10|t1/2 + t2/2}, {σ01|t1/2 + t2/2}, {σ1bar1|t1/2 +

t2/2}, {σ11|t1/2 + t2/2}} ∼= C4v. According to recipe laid out earlier, we find

the factor system µ = exp(−igi · wj) first. Clearly, µ(E, S) = µ(S,E) = 1 for
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any S ∈ ḠM . Also, for any element of the form {S0|0} ∈ GM/T , µ(S, S0) = 1

for any element S ∈ ḠM . This means µ(C4, C4) = µ(C2, C4) = µ(C3
4 , C4) =

µ(σ10, C4) = µ(σ01, C4) = µ(σ11̄, C4) = µ(σ11, C4) = µ(C4, C2) = µ(C2, C2) =

µ(C3
4 , C2) = µ(σ10, C2) = µ(σ01, C2) = µ(σ11̄, C2) = µ(σ11, C2) = µ(C4, C

3
4) =

µ(C2, C
3
4) = µ(C3

4 , C
3
4) = µ(σ10, C

3
4) = µ(σ01, C

3
4) = µ(σ11̄, C

3
4) = µ(σ11, C

3
4) = 1.

Moreover, since the point M remains under mirror σ11̄, the wave vector gi = 0

for σ11̄. As a consequence, µ(σ11̄, S) = 1 for any S ∈ ḠM . Furthermore, since

the wave vector (K1 + K2)/2 corresponding to point M goes to −(K1 + K2)/2

under C2 and σ11, the wave vector gi corresponding to these two elements is

gi = K1 + K2. However, since the translation part of any element in GM/T with

nontrivial translation is wj = (t1 + t2)/2, gi · wj = 2π(1/2 + 1/2) = 2π. This

implies that for any S0 ∈ {σ11, C2} and any S ∈ ḠM , µ(S0, S) = 1. The only

nontrivial values of the factor system are µ(C4, σ10) = µ(C4, σ01) = µ(C4, σ11̄) =

µ(C4, σ11) = exp(iK1 · (t1 + t2)/2) = exp(iπ) = −1, µ(C3
4 , σ10) = µ(C3

4 , σ01) =

µ(C3
4 , σ11̄) = µ(C3

4 , σ11) = exp(iK2 · (t1 + t2)/2) = exp(−iπ) = −1, µ(σ10, σ10) =

µ(σ10, σ01) = µ(σ10, σ11̄) = µ(σ10, σ11) = exp(iK1 · (t1 + t2)/2) = exp(iπ) = −1,

µ(σ01, σ10) = µ(σ01, σ01) = µ(σ01, σ11̄) = µ(σ01, σ11) = exp(iK2 · (t1 + t2)/2) =

exp(iπ) = −1. Therefore, for any Si, Sj ∈ ḠM , the factor system can be

written as µ(Si, Sj) = exp(2πia(Si, Sj)/n) with n = 2 and a(Si, Sj) = 0 when

µ(Si, Sj) = 1 and a(Si, Sj) = 1 when µ(Si, Sj) = −1. Now we can form the

group ḠM
∗ with elements (Si, α) with Si ∈ ḠM and α ∈ Z2 with multiplication

rule (Si, α)(Sj, β) = (Si, Sj, (α + β + a(Si, Sj)) mod 2). For completeness, we

give the multiplication table of the group ḠM
∗ is given in Table 4.29. From the

table it is clear that (C4, 0)4 = (C4, 1)4 = (C3
4 , 0)4 = (C3

4 , 1)4 = (σ10, 0)4 =

(σ10, 1)4 = (σ01, 0)4 = (σ01, 1)4 = (E, 1)2 = (C2, 0)2 = (C2, 1)2 = (σ11̄, 0)2 =

(σ11̄, 1)2 = (σ11, 0)2 = (σ11, 1)2 = (E, 0). Denoting (C4, 0) = P , (C2, 1) = Q and

(σ11̄, 0) = R, we see that P 4 = Q2 = R2 = (E, 0), the identity element. All the

170



other elements of ḠM
∗ can be generated from these three elements. Moreover, these

three elements satisfy the following identities: PQ = (C4, 0)(C2, 1) = (C3
4 , 1) =

(C2, 1)(C4, 0) = QP , QR = (C2, 1)(σ11̄, 0) = (σ11, 1) = (σ11̄, 0)(C2, 1) = RQ,

PQR = (C4, 0)(C2, 1)(σ11̄, 0) = (C3
4 , 1)(σ11̄, 0) = (σ01, 0) = (σ11̄, 0)(C4, 0) = RP .

This is the abstract group G1610 and its character table is given in Table 4.30 (see [68],

page 234). Among these irreps only the ones with irrep matrices ΓM
ρ∗((E, 1)) = −1

will be accepted. This means only R5, R6, R7, R8 and R9 correspond to the projective

representations of ḠM . Hence, the character table of the projective reps of ḠM is given

in Table 4.20. Now, using the relation ΓM({R|v}) = exp(−i(K1/2+K2/2)·v)DM(R),

Table 4.20: Character table of projective reps of ḠM of p4gm.
{E} {C2} {σ11̄} {σ11} {C4} {C3

4} {σ01} {σ10}
R5 +1 −1 +1 −1 +i −i +i −i
R6 +1 −1 +1 −1 −i +i −i +i
R7 +1 −1 −1 +1 −i +i +i −i
R8 +1 −1 −1 +1 +i −i −i +i
R9 +2 +2 0 0 0 0 0 0

we can find the characters of the irrep matrices ΓM of little group GM ; they are given

in Table 4.21.

Table 4.21: Character table of irreps of GM of p4gm. The Seitz notation {R|1/2, 1/2}
is the shorthand for {R|t1/2 + t2/2}

{E|mt1 + nt2} {C2|0} {σ11̄|1/2, 1/2} {σ11|1/2, 1/2} {C4|0} {C3
4 |0} {σ01|1/2, 1/2} {σ10|1/2, 1/2}

M1 exp(−iπ(m+ n)) −1 −1 +1 +i −i −i +i
M2 exp(−iπ(m+ n)) −1 −1 +1 −i +i +i −i
M3 exp(−iπ(m+ n)) −1 +1 −1 −i +i −i +i
M4 exp(−iπ(m+ n)) −1 +1 −1 +i −i +i −i
M5 2 exp(−iπ(m+ n)) +2 0 0 0 0 0 0

Consider the eigenfunction ũ
(3)
M shown in Fig. 4.5(b). It transforms to −ũ(3)

Γ , −ũ(3)
Γ

and ũ
(3)
Γ under {C2|0}, {σ11̄|(t1 + t2)/2} and {σ11|(t1 + t2)/2} respectively. On the

other hand, the eigenfunction ũ
(4)
M , shown in Fig. 4.5(b), transforms to −ũ(4)

Γ , −ũ(4)
Γ

and ũ
(4)
Γ under {C2|0}, {σ11̄|(t1 +t2)/2} and {σ11|(t1 +t2)/2} respectively. Then, ũ

(3)
M

and ũ
(4)
M can correspond to irrep M1 or M2. From Table 4.15, we see that M1 and M2

are 1 dimensional. However, the band 3 and 4 are degenerate at point M . In fact, all

171



bands in the band structure of Fig. 4.5(b) are doubly degenerate at M . This is due

to time reversal symmetry which we will discuss in the next section.

X: Since any element of C2v = E,C2, σ10, σ01 brings the wave vector k = K1/2

to an equivalent wave vector, the little co-group of the X point is also ḠX = C2v. The

X point is at the edge of Brillouin zone. Since p4gm is a nonsymmorphic group, the

matrices DX form projective representations of the little co-group C2v. To this end we

first build the little group GX = {E|0}T+{C2|0}T+{σ10|t1/2+t2/2}T+{σ01|t1/2+

t2/2}T fixing the coset representative as those shown. The factor group GX/T is

GX/T = {{E|0}, {C2|0}, {σ10|t1/2 + t2/2}, {σ01|t1/2 + t2/2} ∼= C2v. According to

recipe laid out earlier, we find the factor system µ = exp(−igi · wj) first. Clearly,

µ(E, S) = µ(S,E) = 1 for any S ∈ ḠX . Also, for any element of the form {S0|0} ∈

GX/T , µ(S, S0) = 1 for any element S ∈ ḠX . This means µ(C2, C2) = µ(σ10, C2) =

µ(σ01, C2) = 1. Moreover, since the point X remains under mirror σ01, the wave

vector gi = 0 for σ01. As a consequence, µ(σ01, S) = 1 for any S ∈ ḠM . The

only nontrivial values of the factor system are µ(C2, σ10) = µ(C2, σ01) = exp(iK1 ·

(t1 + t2)/2) = exp(iπ) = −1, µ(σ10, σ10) = µ(σ10, σ01) = exp(iK1 · (t1 + t2)/2) =

exp(iπ) = −1. Therefore, for any Si, Sj ∈ ḠX , the factor system can be written as

µ(Si, Sj) = exp(2πia(Si, Sj)/n) with n = 2 and a(Si, Sj) = 0 when µ(Si, Sj) = 1

and a(Si, Sj) = 1 when µ(Si, Sj) = −1. Now we can form the group ḠX
∗ with

elements (Si, α) with Si ∈ ḠX and α ∈ Z2 with multiplication rule (Si, α)(Sj, β) =

(Si, Sj, (α+β+a(Si, Sj)) mod 2). For completeness, we give the multiplication table

of the group ḠX
∗ is given in Table 4.22. We see that (σ10, 0)4 = (σ10, 1)4 = (σ01, 0)2 =

(σ01, 1)2 = (C2, 0)2 = (C2, 1)2 = (E, 1)2 = (E, 0), the identity element. Denoting

(σ10, 0) = P and (C2, 1) = Q, we find the following identity: QP = (C2, 1)(σ10, 0) =

(σ01, 0) = (σ10, 1)(C2, 1) = (σ10, 0)3(C2, 1) = P 3Q. This is the abstract group G4
8

(isomorphic to C4v if we identify C4
∼= (σ10, 0) and σ10

∼= (C2, 1)), and the character
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Table 4.22: Multiplication table of ḠX
∗ of group p4gm

(E, 0) (E, 1) (C2, 0) (C2, 1) (σ10, 0) (σ10, 1) (σ01, 0) (σ01, 1)
(E,0) (E, 0) (E, 1) (C2, 0) (C2, 1) (σ10, 0) (σ10, 1) (σ01, 0) (σ01, 1)
(E, 1) (E, 1) (E, 0) (C2, 1) (C2, 0) (σ10, 1) (σ10, 0) (σ01, 1) (σ01, 0)
(C2, 0) (C2, 0) (C2, 1) (E, 0) (E, 1) (σ01, 1) (σ01, 0) (σ10, 1) (σ10, 0)
(C2, 1) (C2, 1) (C2, 0) (E, 1) (E, 0) (σ01, 0) (σ01, 1) (σ10, 0) (σ10, 1)
(σ10, 0) (σ10, 0) (σ10, 1) (σ01, 0) (σ01, 1) (E, 1) (E, 0) (C2, 1) (C2, 0)
(σ10, 1) (σ10, 1) (σ10, 0) (σ01, 1) (σ01, 0) (E, 0) (E, 1) (C2, 0) (C2, 1)
(σ01, 0) (σ01, 0) (σ01, 1) (σ10, 0) (σ10, 1) (C2, 0) (C2, 1) (E, 0) (E, 1)
(σ01, 1) (σ01, 1) (σ01, 0) (σ10, 1) (σ10, 0) (C2, 1) (C2, 0) (E, 1) (E, 0)

table for this group is given in Table 4.23. We only consider the irrep of ḠX
∗ that

Table 4.23: Character table of G4
8

{(E, 0)} {(E, 1)} {(σ10, 0), (σ10, 1)} {(C2, 0), (C2, 1)} {σ01, 0), (σ01, 1)}
R1 +1 +1 +1 +1 +1
R2 +1 +1 +1 −1 −1
R3 +1 +1 −1 +1 −1
R4 +1 +1 −1 −1 +1
R5 +2 −2 0 0 0

has the property ΓX
ρ∗((E, 1)) = −1. That is only satisfied by R5. Therefore, the

characters of the only projective irrep of ḠX are given in Table 4.24. Now, using the

Table 4.24: Character table of projective reps of ḠX of p4gm
{E} {σ10} {C2} {σ01}

R5 +2 0 0 0

relation ΓX({R|v}) = exp(−i(K1/2) · v)DX(R), we can find the characters of the

irrep matrices ΓX of little group GX ; they are given in Table 4.25.

Table 4.25: Character table of irreps of GX of p4gm
{E|mt1 + nt2} {σ10|(t1 + t2)/2} {C2|0} {σ01|(t1 + t2)/2}

X1 +2 exp(−imπ) 0 0 0

Consider the eigenfunctions ũ
(3)
Γ and ũ

(4)
Γ in Fig. 4.5(b). Under lattice translations

in the vertical direction, they remain invariant. Under fundamental lattice transla-

tion in the horizontal direction, they become −ũ(3)
Γ and −ũ(4)

Γ respectively. Under π
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rotation about the center of the unit cell, they become −ũ(3)
Γ and ũ

(4)
Γ . Under oper-

ation {σ10|t1/2 + t2/2}, ũ(3)
Γ and ũ

(4)
Γ transform to ũ

(4)
Γ and ũ

(3)
Γ , respectively. Under

operation {σ01|t1/2 + t2/2}, ũ(3)
Γ and ũ

(4)
Γ transform to ũ

(4)
Γ and −ũ(3)

Γ , respectively.

Therefore, ũ
(3)
Γ and ũ

(4)
Γ form a representation of GΓ with matrices:

ΓΓ({E|mt1 + nt2}) =

exp(−imπ) 0

0 exp(−imπ)

 ,ΓΓ({C2|0}) =

−1 0

0 1

 ,

ΓΓ({σ10|t1/2 + t2/2}) =

0 1

1 0

 ,ΓΓ({σ01|t1/2 + t2/2}) =

0 −1

1 0

 .

(4.15)

The traces of these matrices reveal that this corresponds to irrep X1, which is 2

dimensional. That is why we see that ũ
(3)
Γ and ũ

(4)
Γ have the same eigenfrequency

(Fig. 4.5)(b).

Z: Since any element of C1v = E, σ10 brings the wave vector k = K1/2+uK2 (0 <

u < 1/2) to an equivalent wave vector, the little co-group of the Z point is ḠZ = C1v.

The Z point is at the edge of Brillouin zone. Since p4gm is a nonsymmorphic group,

the matrices DZ form projective representations of the little co-group C1v. To this

end we first build the little group GX = {E|0}T +{σ10|t1/2 + t2/2}T fixing the coset

representative as those shown. The factor group GZ/T is GZ/T = {{E|0}, {σ10|t1/2+

t2/2} ∼= C1v. According to recipe laid out earlier, we find the factor system µ =

exp(−igi · wj) first. Clearly, µ(E, S) = µ(S,E) = 1 for any S ∈ ḠZ . The only

nontrivial values of the factor system are µ(σ10, σ10) = exp(iK1 · (t1 + t2)/2) =

exp(iπ) = −1. Therefore, for any Si, Sj ∈ ḠZ , the factor system can be written as

µ(Si, Sj) = exp(2πia(Si, Sj)/n) with n = 2 and a(Si, Sj) = 0 when µ(Si, Sj) = 1 and

a(Si, Sj) = 1 when µ(Si, Sj) = −1. Now we can form the group ḠZ
∗ with elements

(Si, α) with Si ∈ ḠZ and α ∈ Z2 with multiplication rule (Si, α)(Sj, β) = (Si, Sj, (α+
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β+a(Si, Sj)) mod 2). For completeness, we give the multiplication table of the group

ḠZ
∗ is given in Table 4.26. We see that (σ10, 0)4 = (σ10, 1)4 = (E, 1)2 = (E, 0), the

Table 4.26: Multiplication table of ḠZ
∗ of group p4gm

(E, 0) (E, 1) (σ10, 0) (σ10, 1)
(E,0) (E, 0) (E, 1) (σ10, 0) (σ10, 1)
(E, 1) (E, 1) (E, 0) (σ10, 1) (σ10, 0)

(σ10, 0) (σ10, 0) (σ10, 1) (E, 1) (E, 0)
(σ10, 1) (σ10, 1) (σ10, 0) (E, 0) (E, 1)

identity element. Denoting (σ10, 0) = P , (E, 1) = P 2 and (σ10, 1) = P 3 meaning this

group is isomorphic to C4 if we identify (σ10, 0) = C4, (E, 1) = C2, (σ10, 1) = C3
4 , and

the character table for this group is given in Table 4.13. We only consider the irrep

of ḠZ
∗ that has the property ΓZ

ρ∗((E, 1)) = −1. That is only satisfied by E1 and E2.

Therefore, the characters of the only projective irrep of ḠZ are given in Table 4.27.

Now, using the relation ΓZ({R|v}) = exp(−i(K1/2+uK2) ·v)DZ(R), we can find the

Table 4.27: Character table of projective reps of ḠZ of p4gm
{E} {σ10}

E1 +1 +i
E2 +1 −i

characters of the irrep matrices ΓZ of little group GZ ; they are given in Table 4.28.

Table 4.28: Character table of irreps of GZ of p4gm
{E|mt1 + nt2} {σ10|(t1 + t2)/2}

Z1 exp(−iπ(m+ 2un)) exp(−iuπ)
Z2 exp(−iπ(m+ 2un)) − exp(−iuπ)

Again, the irreps of the little group GZ are 1 dimensional, whereas all bands in

the band structure shown in Fig. 4.5(b) are doubly degenerate at points Z. This is

again due to time reversal symmetry and will be explained in the next section.
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4.3 Time reversal symmetry, co-representations

and associated degeneracies

There is another symmetry of Eq. 4.4 that we have not discussed yet. Let us define the

complex conjugation operation Θ. When it acts on a complex number or a complex

function, it gives the complex conjugate of them. Applying this operator on both sides

of Eq. 4.4, we get ΘĤũz = Θ∇ · µ∇ũz = ∇ · µ∇ũ∗z = ∇ · µ∇Θũz = −Θρω2ũz =

−ρω2ũ∗z = −ρω2Θũz, where we assumed the fact that material properties µ, ρ are

real and positive (which also implies ω2 > 0 as shown in Eq. 4.5). This means that

the modified Hamiltonian H̃ = 1
ρ
Ĥ commutes with operator Θ: [H̃,Θ] = 0. From

the discussion on the definition of a symmetry in Section 4.2.2, we know then that Θ

is a symmetry of the Hamiltonian. This symmetry is called time reversal symmetry

due to mainly quantum mechanical reasons [144]. Time reversal operator is clearly

an antilinear operator because Θ(c1f1(x) + c2f2(x)) = c∗1Θf1(x) + c∗2Θf2(x). It is also

an antiunitary operator: 〈(Θf1)|(Θf2)〉 =
∫
dx dy ρ(Θf1)∗(Θf2) =

∫
dx dy ρ(f ∗1 )∗f ∗2 =∫

dx dy ρ f1f
∗
2 = 〈f1|f2〉∗ = 〈f2|f1〉. Note that Θ2 = 1 and it is a local operator; it

commutes any spatial operator.

In the following we discuss how addition of this symmetry to the space group

symmetries affect the representations of the group elements and thus the degeneracies

in the frequency bands (for a thorough discussion, see [145, 68, 146]).

4.3.1 Magnetic groups and co-representations

The addition of operator Θ to the spatial symmetry group G enlarges the symmetry

group of the Hamiltonian. This enlarged group is called magnetic group M . There are

three kinds of magnetic groups. The magnetic groups of first kind (MI) are the ones

which do not have any antiunitary symmetry Θ, that isMI = G. The magnetic groups

of second kind MII can be defined by the theoretical sum MII = G+ΘG. This means
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that the spatial symmetry group g is an invariant subgroup of MII with index 2. The

magnetic group of third kind does not contain the complex conjugation operation Θ

as a separate element, but contains composite elements: MIII = N +Θ(G\N) where

N is normal subgroup of G with index 2: G = N + a′N with a′ ∈ (G \ N). Then

MIII can be written as MIII = N + (Θa′)N . Note that both MII and MIII can be

written as MII/III = G + rG where G = G and r = Θ for magnetic groups of second

kind, G = N and r = Θa′ for magnetic groups of third kind. Note that since product

of two antiunitary operators is unitary, the product of any two elements in rG is an

element of G. In the following we denote the elements of G as a, b, c, . . . , whereas the

elements of rG as r, s, t, . . . . Now, let ρ be an d dimensional irrep of G with basis

functions f = {f1, f2, . . . , fd}. Let the representation matrices in this basis be Γρ(a)

for a ∈ G; ρ(a)fi = fjΓρ(a)ji. This can be written in a more compact form as follows:

ρ(a)f = f Γρ(a). To extend this to the whole magnetic group M , we denote the action

of the group elements on the functions as ρM with its restriction to G being irrep ρ.

Note that the action ρM of any element in rG needs to be antilinear and antiunitary.

Let the action of element r ∈ rG (r can be any element in rG, however once we choose

it, we keep it fixed) on the basis functions fi of ρ be ρM(r)fi = gi or ρM(r)f = g.

Now, action of an element a ∈ G on g gives ρM(a)g = ρM(ar)f = ρM(rr−1ar)f =

ρM(r)ρM(r−1ar)f = ρM(r)f Γρ(r
−1ar) = g Γ∗ρ(r

−1ar) where we used that fact that

r−1ar ∈ G and the action of r is antilinear. Therefore,

ρM(a){f ,g} = {f ,g}

Γρ(a) 0

0 Γ∗ρ(r
−1ar)

 ≡ {f ,g}ΓρM (a) for a ∈ G. (4.16)
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The matrix ΓρM (a) is block diagonal. On the other hand, an element s ∈ rG, which

can be written as s = rb with b ∈ G, acts in the following way:

ρM(s){f ,g} = {ρM(s)f , ρM(s)g} = {ρM(rb)f , ρM(rb)g}

= {ρM(r)ρM(a)f , ρM(ra)ρM(r)f} = {ρM(r)f Γρ(b), ρM(rbr)f}

= {ρM(r)f Γρ(b), f ΓρM (rbr)} = {g Γ∗ρ(b), f Γρ(rbr)}

= {f ,g}

 0 Γρ(sr)

Γ∗ρ(r
−1s) 0

 ≡ ΓρM (s) for s ∈ rG.

(4.17)

Clearly, the vector space spanned by the basis {f ,g} is invariant under the action ρM

of the elements of M . Furthermore, the matrix corresponding to the product of two

elements a, b ∈ G can be written as

ΓρM (ab) =

Γρ(ab) 0

0 Γ∗ρ(r
−1abr)

 =

Γρ(a) 0

0 Γ∗ρ(r
−1ar)


Γρ(b) 0

0 Γ∗ρ(r
−1br)


= ΓρM (a)ΓρM (b)

(4.18)

where we used the facts that ab ∈ G and ρ is representation and consequently it is

a homomorphism: Γρ(ab) = Γρ(a)Γρ(b). Similarly, the matrix corresponding to the

product of a ∈ G and s ∈ rG is given by ΓρM (as) = ΓρM (a)ΓρM (s). However, the

matrix corresponding to the product sa ∈ rG is

ΓρM (sa) =

 0 Γρ(sar)

Γ∗ρ(r
−1sa) 0

 =

 0 Γρ(sr)

Γ∗ρ(r
−1s) 0


Γ∗ρ(a) 0

0 Γρ(r
−1ar)


= ΓρM (s)Γ∗ρM (a),

(4.19)
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where we again use the homomorphism of ρ. It is also easy to see that for s, t ∈ rG,

ΓρM (st) = ΓρM (s)Γ∗ρM (t). Notice that ΓρM (sa) = ΓρM (s)Γ∗ρM (a) 6= ΓρM (s)ΓρM (a).

Therefore, the action ρM is not a representation. However, if we choose the basis func-

tions f orthogonal and equinorm, and as a consequence the representation matrices

Γρ of ρ unitary, then the matrices ΓρM of ρM are also unitary. ρM is called co-

representation of M = G + rG derived from representation ρ of G.

Since the matrices corresponding to the elements of rG are off diagonal, it would

seem that the addition of the antiunitary operator in the symmetry group doubles

the dimension of the vector space invariant under the space group. However, for that

to be true, some matrices have to be non-block-diagonal in any basis. To check if all

the matrices diagonalizable to the same block-diagonal form, we first show how the

matrices ΓρM transform under unitary transformation of the basis {f ,g} → {f ′,g′} =

{f ,g}S. Then, the co-representation matrices Γ′ρM in this basis are

ρM(a){f ′,g′} = ρM(a){f ,g}S = {f ,g}ΓρM (a)S = {f ′,g′}S−1ΓρM (a)S

⇒ Γ′ρM (a) = S−1ΓρM (a)S for a ∈ G,

ρM(s){f ′,g′} = ρM(s){f ,g}S = {f ,g}ΓρM (s)S∗ = {f ′,g′}S−1Γ∗ρM (s)S

⇒ Γ′ρM (s) = S−1Γ∗ρM (s)S∗ for s ∈ rG,

(4.20)

where in the second line we used the fact that s ∈ rG is antilinear. With these trans-

formation rules for the co-representation matrices, we can think about reducibility of

co-representations, i.e., if it is possible to decompose the space spanned by basis {f ,g}

into subspaces which will remain invariant under the action of the elements of M . It

turns out that the reducibility of the co-representation ρM depends on the equivalence

of the irrep ρ(a) with matrices Γρ(a) and irrep ρ̄(a) with matrices Γ∗ρ(r
−1ar) of group

G ( given irrep ρ of G with matrices Γρ(a) for a ∈ G, it can be easily checked that ρ̄

with matrices Γ∗ρ(r
−1ar) is an irrep). There are two cases in this regard:
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1. ρ and ρ̄ are equivalent, i.e., there exists a matrix S such that Γρ(a) =

SΓ∗ρ(r
−1ar)S−1 for all a ∈ G. Then, since r2 ∈ G, Γρ(r

2) = SΓ∗ρ(r
−1r2r)S−1

or Γρ(r
2) = SΓ∗ρ(r

2)S−1. Also, Γ∗ρ(a) = S∗Γρ(r
−1ar)S∗−1 for all a ∈ G,

and if we replace a with r−1ar, we get Γ∗ρ(r
−1ar) = S∗Γρ(r

−2ar2)S∗−1 =

S∗Γρ(r
−2)Γρ(a)Γρ(r

2)S∗−1 using the homomorphism of ρ. Now, we can

replace this expression for Γ∗ρ(r
−1ar) in the first equation of equivalence to get

Γρ(a) = SS∗Γρ(r
−2)Γρ(a)Γρ(r

2)S∗−1S−1 = (SS∗Γ−1
ρ (r2))Γρ(a)(SS∗Γ−1

ρ (r2))−1

where we used the fact that Γρ(r
−2) = Γ−1

ρ (r2). This implies that the

commutator [Γρ(a),SS∗Γ−1
ρ (r2)] = 0 for all a ∈ G. Then, sing Schur’s first

lemma tells us that SS∗Γ−1
ρ (r2) = λ1 for some complex number λ. Rewriting

this as Γρ(r
2) = 1

λ
SS∗ and recalling that Γρ(r

2) = SΓ∗ρ(r
2)S−1, we get

1
λ
SS∗ = 1

λ∗
SS∗SS−1, or λ = λ∗ or λ is real. Now, since Γρ(r

2) and S are both

unitary (which can always true for orthogonal equinorm basis), |λ| = 1. This

implies that λ = ±1 or SS∗ = ±Γρ(r
2). We are met with two choices again.

To see how the two choices are different, we first do a unitary transformation

of the matrices ΓρM for convenience:

Γ′ρM (a) = U−1ΓρM (a)U =

1 0

0 S


Γρ(a) 0

0 Γ∗ρ(r
−1ar)


1 0

0 S−1


=

Γρ(a) 0

0 SΓ∗ρ(r
−1ar)S−1

 =

Γρ(a) 0

0 Γρ(a)

 for a ∈ G,

Γ′ρM (r) = U−1ΓρM (r)U∗ =

1 0

0 S


0 Γρ(r

2)

1 0


1 0

0 S∗−1


=

0 Γρ(r
2)S∗−1

S 0

 .

(4.21)
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Note that since all elements s ∈ rG are of the form s = ra, they can be

written as s = ra = (rar−1)r = ãr where ã = (rar−1) ∈ G. Hence, if we

can simultaneously diagonalize Γ′ρM (a) for all a ∈ G and Γ′ρM (r) to the same

block diagonal form, we diagonalize Γ′ρM (s) for all s ∈ rG because Γ′ρM (s) =

Γ′ρM (ãr) = Γ′ρM (ã)Γ′ρM (r). Now, Γ′ρM (a) is already block diagonal for all a ∈ G.

To diagonalize Γ′ρM (r), we try a unitary matrix V−1 =

α β

γ δ

. However,

under this transformation Γ′ρM (a) need to remain block diagonal for all a ∈ G:

Γ′ρM (a)V−1 = V−1Γ′ρM (a)

⇒

Γρ(a)α Γρ(a)β

Γρ(a)γ Γρ(a)δ

 =

αΓρ(a) βΓρ(a)

γΓρ(a) δΓρ(a)

 for all a ∈ G.
(4.22)

Then, again using Schur’s first lemma we know that α = cα1, β = cβ1, γ = cγ1

and δ = cδ1 where cα, cβ, cγ, cδ are complex numbers. Now, applying this

unitary transformation of Γ′ρM (r) we get,

Γ′′ρM (r) = V−1Γ′ρM (r)V∗ =

cα1 cβ1

cγ1 cδ1


0 Γρ(r

2)S∗−1

S 0


cα1 cγ1

cβ1 cδ1


=

cαcβS + cαcβΓρ(r
2)S∗−1 cγcβS + cαcδΓρ(r

2)S∗−1

cαcδS + cγcβΓρ(r
2)S∗−1 cγcδS + cγcδΓρ(r

2)S∗−1

 ,
(4.23)

where we used that fact that V is unitary, hence V∗ = (V†)T = (V−1)T . To

make Γ′′ρM (r) diagonal we need to choose cα, cβ, cγ, cδ such that the off-diagonal
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blocks are zero:

cγcβS + cαcδΓρ(r
2)S∗−1 = 0⇒ cγcβ1+ cαcδS

−1 1

λ
SS∗S∗−1 = 0

⇒ (λcγcβ + cαcδ)1 = 0

cαcδS + cγcβΓρ(r
2)S∗−1 = 0⇒ cαcδ1+ cγcβS

−1 1

λ
SS∗S∗−1 = 0

⇒ (λcαcδ + cγcβ)1 = 0.

(4.24)

Now remembering λ = ±1, to satisfy these equation we need (cαcδ + cγcβ) = 0

when λ = 1, and (cαcδ−cγcβ) = 0 when λ = −1. However, since V−1 is unitary,

the determinant of it is det(V−1) = cαcδ − cγcβ 6= 0. This means that there are

two cases:

(i) λ = 1: we can diagonalize Γ′ρM (a) and Γ′ρM (r) to the same block

diagonal form. The co-representation ρM reduces to two irreducible

co-representations of dimension d.

(ii) λ = −1: we cannot diagonalize Γ′ρM (a) and Γ′ρM (r) to the same block

diagonal form. We have irreducible co-representation of dimension 2d.

2. ρ and ρ̄ are inequivalent. In this case, since the off-diagonal blocks of ΓρM (s)

for s ∈ rG are inequivalent, it is not possible to diagonalize both ΓρM (a) for

a ∈ G and ΓρM (s) for s ∈ rG to have the same block diagonal form. Therefore,

in this case, we have irreducible co-representation of dimension 2d.

From the above discussion, we see that in the cases 1.(ii) and 2., the dimension of

irreducible co-representation ρM is twice that of the irreducible representation ρ from

which ρM is derived. However, we still need to find an easy way to detect which case

ρM falls under once we are given ρ and r. It turns out that there is an indicator,

which is easy to compute for finite magnetic groups, that can differentiate between
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the three cases. We first give the expression of the indicator and then prove it.

1

|G|
∑
s∈rG

χρ(s
2) =


+1, 1.(i)

−1, 1.(ii)

0, 2

(4.25)

where χρ(s
2) is the character of the matrices Γρ(s

2) (recall that if s ∈ rG, s2 ∈ G).

When ρ and ρ̄ are equivalent (case 1):

∑
s∈rG

χρ(s
2) =

∑
a∈G

χρ(rara) =
∑
a∈G

χρ(r
2(r−1ar)a) =

∑
a∈G

Tr(Γρ(r
2(r−1ar)a))

=
∑
a∈G

Tr(Γρ(r
2)Γρ(r

−1ar)Γρ(a)) =
∑
a∈G

Γρ(r
2)ijΓρ(r

−1ar)jkΓρ(a)ki

= Γρ(r
2)ij
∑
a∈G

Γρ(r
−1ar)jkΓρ(a)ki = Γρ(r

2)ij
∑
a∈G

S∗−1
jl Γ∗ρ(a)lmS∗mkΓρ(a)ki

= Γρ(r
2)ijS

∗−1
jl S∗mk

∑
a∈G

Γ†ρ(a)mlΓρ(a)ki = Γρ(r
2)ijS

∗−1
jl S∗mk

|G|
d
δmiδkl

=
|G|
d

Γρ(r
2)ijS

∗
ikS
∗−1
jk =

|G|
d

Γρ(r
2)ijS

∗−1
jk S∗Tki

=
|G|
d

Γρ(r
2)ij(S

∗−1S†)ji =
|G|
d

Γρ(r
2)ij(S

∗−1S−1)ji =
|G|
d

Γρ(r
2)ij(SS∗)−1

ji

= λ
|G|
d

Γρ(r
2)ijΓ

−1
ρ (r2)ji = λ|G|,

(4.26)

where we used the relation between Γρ(r
2) and S, the orthogonality theorem of repre-

sentation matrices, and the facts that ρ is homomorphism and S is unitary. This

proves the first two cases of Eq. 4.25 When ρ and ρ̄ are inequivalent, we follow the

same steps to get:

∑
s∈rG

χρ(s
2) = Γρ(r

2)ij
∑
a∈G

Γρ(r
−1ar)jkΓρ(a)ki = Γρ(r

2)ij
∑
a∈G

(Γ∗ρ(r
−1ar))∗jkΓρ(a)ki = 0,

(4.27)
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where once again we used the orthogonality theorem which says the sum of over

all elements of G should be zero because Γρ(a) and Γ∗ρ(r
−1ar) are representations

matrices of inequivalent irreps. This proves third condition of Eq. 4.25.

Corepresentations of magnetic space groups

As we discussed above in detail, a space magnetic space group can be written as

M = G + rG. There are four kind of magnetic space groups. The first kind is where

there is no antiunitary symmetry meaning that M = G where G is the space group.

The second kind is where r = Θ and G = G, that is M = G+ ΘG. The third kind is

where G is a normal subgroup of G i.e., the coset decomposition of G is G = N + aN

with a ∈ G but a /∈ N , and M = N + ΘaN = N + rN where r = Θa. The fourth

kind of magnetic space group is where G = G but r = Θ{E|t0} where {E|t0} is a

translation which is not in G: {E|t0} /∈ G. In simple elasticity problems, the third

and fourth kind of magnetic space groups do not arise. Therefore, we will mainly

stick to magnetic space groups of the second kind in our discussion. Now, Let us

assume that we have found an irrep of space group G. By that we mean that for some

wave vector k in the irreducible Brillouin zone, we got the projected representation of

the little co-group Ḡk, from that we obtained the irrep ρk of the little group Gk, from

which we got the induced representation (ρk ↑ G) of G (these steps were outlined in

Section 4.2). Now, we can use the expression of the character of (ρk ↑ G) as given in

Eq. 4.11 to investigate which of the cases in Eq. 4.25 the representation (ρk ↑ G) falls

under. If it falls under either 1.(ii) or 2., the co-representation derived from (ρk ↑ G)

will have twice the dimension as the dimension of (ρk ↑ G). Therefore, we need to
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evaluate the following:

1

|G|
∑
s∈rG

χ(ρk↑G)(s
2) =

1

|G|
∑
a∈G

χ(ρk↑G)(rara)

=
1

|G|
∑
a∈G

∑
α

′ χρk({Rα|vα}−1rara{Rα|vα}) (using Eq. 4.11)

=
1

|G|
∑
α

∑
a∈G

′ χρk({Rα|vα}−1rara{Rα|vα})

(4.28)

where α goes over the wave vectors in the star of k, and the second sum in

the second equality is constrained to those α for which the little co-group

Gkα = {Rα|vα}Gk{Rα|vα}−1 of wave vector kα = Rαk contains rara, and the

second sum in the last equality is constrained to those a which rara ∈ Gkα . Defining

rb = {Rα|vα}−1ra{Rα|vα} with b ∈ G, we have rbrb = {Rα|vα}−1rara{Rα|vα} ∈ Gk.

However for every a ∈ G such that rara ∈ Gkα , there is a′ = r−1{Rα|vβ}{Rα|vα}−1ra

{Rα|vα}{Rα|vβ}−1 ∈ G such that ra′ra′ ∈ Gkβ , and χρk({Rα|vα}−1rara{Rα|vα}) =

χρk({Rβ|vα}−1ra′ra′{Rα|vβ}) = χρk(rbrb). Therefore we can evaluate
∑

a∈G
′

χρk({Rα|vα}−1rara{Rα|vα}) for one α and multiply the number q of wave

vectors in the star of k to get
∑

α

∑
a∈G

′ χρk({Rα|vα}−1rara{Rα|vα}). Without

loss of generality, we can choose α = 1 with {R1|v1} = {E|0}. Therefore,∑
α

∑
a∈G

′ χρk({Rα|vα}−1rara{Rα|vα}) = q
∑

b∈G
′ χρk(rbrb) where the sum is

restricted to those b ∈ G such that rbrb ∈ Gk. Hence, we have the following:

1

|G|
∑
s∈rG

χ(ρk↑G)(s
2) =

q

|G|
∑
b∈G

′ χρk(rbrb) =
1

|Gk|
∑
b∈G

′ χρk(rbrb). (4.29)

Now, recall that the space group G can be written in the form of coset decomposition

G = {R1|v1}T + {R2|v2}T + · · ·+ {Rh|vh}T with T being the translation subgroup,

and theoretical sum of those cosets for which the rotation part S1, S2, . . . , Sb satisfies

Sik ≡ k forms the little group Gk. Recall that we can choose any element of a coset
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to represent the coset. Let us assume that we have chosen one representative from

each coset in the two coset decompositions above, and fixed them. Since, b ∈ G,

b = {Ri|vi}{E|t}, where {Ri|vi} is one of the coset representatives chosen for the

decomposition of G and {E|t} ∈ T . With definition r{Ri|vi} = Θ{R′i|v′i}, we have

rbrb = {R′i|v′i}{E|t}{R′i|v′i}{E|t} = {R′i|v′i}2({R′i|v′i}−1{E|t}{R′i|v′i}

= {R′i|v′i}2{E|R′−1
t}{E|t},

(4.30)

since Θ commutes with spatial symmetry elements and Θ2 = 1. Clearly, {E|R′−1t} =

{R′i|v′i}−1{E|t}{R′i|v′i} = (r{Ri|vi})−1{E|t}(r{Ri|vi}) ∈ G, and hence {E|R′−1t} ∈

T . Moreover, since rbrb ∈ Gk, {R′i|v′i}2 ∈ Gk and R′2i ∈ Ḡk. Also, with the definition

r{Ri|vi} = Θ{R′i|v′i}, rG = Θ{R′1|v′1}T + Θ{R′2|v′2}T + · · · + Θ{R′h|v′h}T . Defining

the set F ′ = {R′1, R′2, . . . , R′h}, we can break the sum over b in Eq. 4.29 into a sum

over the elements R′ of set F ′ such that R′2 ∈ Ḡk and another sum over the elements

of the translation subgroup T as follows

1

|G|
∑
s∈rG

χ(ρk↑G)(s
2) =

1

|Gk|
∑
b∈G

′ χρk(rbrb) =
1

|Gk|
∑
R′∈F ′
R′2∈Ḡk

∑
t∈T

χρk({R′i|v′i}2{E|R′−1
t + t})

=
1

|Gk|
∑
R′∈F ′
R′2∈Ḡk

∑
t∈T

χρk({R′i|v′i}2)χρk({E|R′−1
t + t})

=
1

|Gk|
∑
R′∈F ′
R′2∈Ḡk

χρk({R′i|v′i}2)
∑
t∈T

e−ik·(R
′−1t+t)

=
1

|Gk|
∑
R′∈F ′
R′2∈Ḡk

χρk({R′i|v′i}2)
∑
t∈T

e−i(R
′k+k)·t.

(4.31)

Now,
∑

t∈T e
−i(R′k+k)·t is nonzero only when (R′k + k) is a reciprocal lattice vector

K or R′k ≡ −k. Moreover, when R′k ≡ −k,
∑

t∈T e
−i(R′k+k)·t =

∑
t∈T 1 = |T |.
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Therefore,

1

|G|
∑
s∈rG

χ(ρk↑G)(s
2) =

|T |
|Gk|

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χρk({R′i|v′i}2) =
1

|Ḡk|
∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χρk({R′i|v′i}2). (4.32)

Hence, the criterion Eq. 4.25 for the co-representation of M derived from (ρk ↑ G)

can be simplified to

1

|Ḡk|
∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χρk({R′i|v′i}2) =


+1, 1.(i)

−1, 1.(ii)

0, 2

. (4.33)

This criterion called Herring criterion.

Time reversal symmetry protected degeneracy in frequency bands of

elastic structures

In the previous section we saw that in the case of p4 space group, we could not explain

the degeneracies at points Γ and M , whereas in case of p4gm space group, we could

not explain the degeneracies at points M and Z just by using spatial symmetries.

Note that in our elasticity problems the antiunitary operator simply is r = Θ and the

group G is just the space group.

p4: The isogonal group is F = {E,C4, C2, C
3
4}. The elements of this set are the

only point group symmetry elements. Since r = Θ, F ′ = {E,C4, C2, C
3
4}. The coset

decomposition of the space group G = G = {E|0}T +{C4|0}T +{C2|0}T +{C3
4 |0}T .

We fix this coset representatives and will not change in the discussion below.

Γ: We have seen in Table 4.14 that there are 4 irreps. Moreover, the number of

elements in the little co-group ḠΓ = C4 is 4. Using Eq. 4.33, we will see if any of the
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irreps gives multidimensional co-representations.

1

4

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χΓ1({R′i|v′i}2) =
1

4

(
χΓ1({E|0}2) + χΓ1({C4|0}2) + χΓ1({C2|0}2) + χΓ1({C3

4 |0}2)
)

=
1

4
(2χΓ1({E|0}) + 2χΓ1({C2|0})) = 1

(4.34a)

1

4

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χΓ2({R′i|v′i}2) =
1

4

(
χΓ2({E|0}2) + χΓ2({C4|0}2) + χΓ2({C2|0}2) + χΓ2({C3

4 |0}2)
)

=
1

4
(2χΓ2({E|0}) + 2χΓ2({C2|0})) = 1

(4.34b)

1

4

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χΓ3({R′i|v′i}2) =
1

4

(
χΓ3({E|0}2) + χΓ3({C4|0}2) + χΓ3({C2|0}2) + χΓ3({C3

4 |0}2)
)

=
1

4
(2χΓ3({E|0}) + 2χΓ3({C2|0})) = 0

(4.34c)

1

4

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χΓ4({R′i|v′i}2) =
1

4

(
χΓ4({E|0}2) + χΓ4({C4|0}2) + χΓ4({C2|0}2) + χΓ4({C3

4 |0}2)
)

=
1

4
(2χΓ4({E|0}) + 2χΓ4({C2|0})) = 0

(4.34d)

Therefore, the co-representations induced from Γ1 or Γ2 of p4 belong to case 1.(i) and

the dimension of the co-representations obtained from these two irreps is 1. However,

the co-representations induced from Γ3 or Γ4 of p4 belong to case 2. This means that

irreps Γ3 6≡ Γ̄3 and Γ4 6≡ Γ̄4. However, since Γ̄3 and Γ̄4 are also irreps of little group
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GΓ, it must be that Γ̄3 = Γ4 and Γ̄4 = Γ3. Therefore, Γ3 and Γ4 of little group GΓ

of space group p4 together make a 2 dimensional co-representation. We saw in our

discussion about the eigenfunctions ũ
(2)
Γ and ũ

(3)
Γ in Fig. 4.5(a) in the previous section

that they belong to Γ3 or Γ4, but could not explain the degeneracy between band 2

and 3. Since the irreps Γ3 and Γ4 together make the 2-dimensional co-representation

of the magnetic group, we see degeneracy between bands 2 and 3 at the Γ point in

the band structure of Fig. 4.5(a).

M: We have seen in Table 4.15 that there are 4 irreps. Moreover, the number

of elements in the little co-group ḠM = C4 is 4. Using Eq. 4.33, we will see if any

of the irreps gives multidimensional co-representations. Noting that (K1 + K2)/2 ≡

−(K1 + K2)/2, we find

1

4

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χM1({R′i|v′i}2) =
1

4

(
χM1({E|0}2) + χM1({C4|0}2) + χM1({C2|0}2) + χM1({C3

4 |0}2)
)

=
1

4
(2χM1({E|0}) + 2χM1({C2|0})) = 1

(4.35a)

1

4

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χM2({R′i|v′i}2) =
1

4

(
χM2({E|0}2) + χM2({C4|0}2) + χM2({C2|0}2) + χM2({C3

4 |0}2)
)

=
1

4
(2χM2({E|0}) + 2χM2({C2|0})) = 1

(4.35b)
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1

4

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χM3({R′i|v′i}2) =
1

4

(
χM3({E|0}2) + χM3({C4|0}2) + χM3({C2|0}2) + χM3({C3

4 |0}2)
)

=
1

4
(2χM3({E|0}) + 2χM3({C2|0})) = 0

(4.35c)

1

4

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χM4({R′i|v′i}2) =
1

4

(
χM4({E|0}2) + χM4({C4|0}2) + χM4({C2|0}2) + χM4({C3

4 |0}2)
)

=
1

4
(2χM4({E|0}) + 2χM4({C2|0})) = 0

(4.35d)

Therefore, the co-representations induced from M1 or M2 of p4 belong to case 1.(i) and

the dimension of the co-representations obtained from these two irreps is 1. However,

the co-representations induced from M3 or M4 of p4 belong to case 2. This means

that irreps M3 6≡ M̄3 and M4 6≡ M̄4. However, since M̄3 and M̄4 are also irreps of

little group GM , it must be that M̄3 = M4 and M̄4 = M3. Therefore, M3 and M4 of

little group GM of space group p4 together make a 2 dimensional co-representation.

We saw in our discussion about the eigenfunctions ũ
(3)
M and ũ

(4)
M in Fig. 4.5(a) in the

previous section that they belong to M3 or M4, but could not explain the degeneracy

between band 3 and 4. Since the irreps M3 and M4 together make the 2-dimensional

co-representation of the magnetic group, we see degeneracy between bands 3 and 4

at the M point in the band structure of Fig. 4.5(a).

p4gm: The isogonal group is F = {E,C4, C2, C
3
4 , σ10, σ01, σ11̄, σ11}. The

elements of this set are the only point group symmetry elements. Since r = Θ,

F ′ = {E,C4, C2, C
3
4 , σ10, σ01, σ11̄, σ11}. The coset decomposition of the space group

G = G = {E|0}T +{C4|0}T +{C2|0}T +{C3
4 |0}T +{σ10|t1/2+t2/2}T +{σ01|t1/2+

191



t2/2}T + {σ11̄|t1/2 + t2/2}T + {σ11|t1/2 + t2/2}T . We fix this coset representatives

and will not change in the discussion below.

M: We have seen in Table 4.21 that there are 5 irreps. Moreover, the number

of elements in the little co-group ḠM = C4v is 8. Using Eq. 4.33, we will see if any of

the irreps gives multidimensional co-representations.

1

8

∑
R′∈F ′

R′k≡−k

R′2∈Ḡk

χM1
({R′i|v′i}2) =

1

8

(
χM1

({E|0}2) + χM1
({C4|0}2) + χM1

({C2|0}2) + χM1
({C3

4 |0}2 + χM1
({σ10|t1/2 + t2/2}2)

+ χM1 ({σ01|t1/2 + t2/2}2) + χM1 ({σ11̄|t1/2 + t2/2}2) + χM1 ({σ11|t1/2 + t2/2}2)
)

=
1

8

(
2χM1

({E|0}) + 2χM1
({C2|0}) + χM1

({E|t2}) + χM1
({E|t1})

+ χM1
({E|t1 + t2}) + χM1

({E|0})
)

=
1

8
(2× 1 + 2× (−1) + (−1) + (−1) + 1 + 1) = 0

(4.36a)

1

8

∑
R′∈F ′

R′k≡−k

R′2∈Ḡk

χM2
({R′i|v′i}2) =

1

8

(
χM2

({E|0}2) + χM2
({C4|0}2) + χM2

({C2|0}2) + χM2
({C3

4 |0}2 + χM2
({σ10|t1/2 + t2/2}2)

+ χM2
({σ01|t1/2 + t2/2}2) + χM2

({σ11̄|t1/2 + t2/2}2) + χM2
({σ11|t1/2 + t2/2}2)

)
=

1

8

(
2χM2

({E|0}) + 2χM2
({C2|0}) + χM2

({E|t2}) + χM2
({E|t1})

+ χM2
({E|t1 + t2}) + χM2

({E|0})
)

=
1

8
(2× 1 + 2× (−1) + (−1) + (−1) + 1 + 1) = 0

(4.36b)

1

8

∑
R′∈F ′

R′k≡−k

R′2∈Ḡk

χM3 ({R′i|v′i}2) =
1

8

(
χM3

({E|0}2) + χM3
({C4|0}2) + χM3

({C2|0}2) + χM3
({C3

4 |0}2 + χM3
({σ10|t1/2 + t2/2}2)

+ χM3
({σ01|t1/2 + t2/2}2) + χM3

({σ11̄|t1/2 + t2/2}2) + χM3
({σ11|t1/2 + t2/2}2)

)
=

1

8

(
2χM3 ({E|0}) + 2χM3 ({C2|0}) + χM3 ({E|t2}) + χM3 ({E|t1})

+ χM3
({E|t1 + t2}) + χM3

({E|0})
)

=
1

8
(2× 1 + 2× (−1) + (−1) + (−1) + 1 + 1) = 0

(4.36c)
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1

8

∑
R′∈F ′

R′k≡−k

R′2∈Ḡk

χM4 ({R′i|v′i}2) =
1

8

(
χM4 ({E|0}2) + χM4 ({C4|0}2) + χM4

({C2|0}2) + χM4
({C3

4 |0}2 + χM4
({σ10|t1/2 + t2/2}2)

+ χM4
({σ01|t1/2 + t2/2}2) + χM4

({σ11̄|t1/2 + t2/2}2) + χM4
({σ11|t1/2 + t2/2}2)

)
=

1

8

(
2χM4 ({E|0}) + 2χM4 ({C2|0}) + χM4 ({E|t2}) + χM4 ({E|t1})

+ χM4
({E|t1 + t4}) + χM4

({E|0})
)

=
1

8
(2× 1 + 2× (−1) + (−1) + (−1) + 1 + 1) = 0

(4.36d)

1

8

∑
R′∈F ′

R′k≡−k

R′2∈Ḡk

χM5 ({R′i|v′i}2) =
1

8

(
χM5 ({E|0}2) + χM5 ({C4|0}2) + χM5 ({C2|0}2) + χM5 ({C3

4 |0}2 + χM5 ({σ10|t1/2 + t2/2}2)

+ χM5
({σ01|t1/2 + t2/2}2) + χM5

({σ11̄|t1/2 + t2/2}2) + χM5
({σ11|t1/2 + t2/2}2)

)
=

1

8

(
2χM5

({E|0}) + 2χM5
({C2|0}) + χM5

({E|t2}) + χM5
({E|t1})

+ χM5
({E|t1 + t2}) + χM5

({E|0})
)

=
1

8
(2× 2 + 2× 2 + 2× (−1) + 2× (−1) + 2× 1 + 2× 1) = 1

(4.36e)

Therefore, the co-representation induced from M5 of p4gm belongs to case 1.(i) and

the dimension of the co-representations obtained from this irrep is 2. However, the

co-representations induced from M1, M2, M3 and M4 of p4 belong to case 2. This

means that irreps M1 6≡ M̄1, M2 6≡ M̄2, M3 6≡ M̄3 and M4 6≡ M̄4. However, M̄1, M̄2,

M̄3 and M̄4 are also irreps of little group GM . Now, it requires a little more work

to find which of M̄1, M̄2, M̄3 and M̄4 is equivalent to which of M1, M2, M3 and M4.

This we do in the next paragraph.

Since (i) Θũk(x) = Θ(ûk(x)eik·x) = û∗k(x)e−ik·x, (ii) û∗k(x)e−ik·x is a Bloch

function with wave vector −k, (iii) for k = (K1 + K2)/2, k ≡ −k, the operator

Θ transforms one Bloch function at point M to another Bloch function at the

same point. Moreover, [H̃,Θ] = 0, the Hamiltonian restricted to eigenfunctions

at wave vector k = (K1 + K2)/2 (we will be denoting that as H̃|M) has Θ as
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one of its symmetries. More succinctly, [H̃|M ,Θ] = 0. Clearly, the space group

symmetry of this Hamiltonian H̃|M is the little group GM of the total Hamiltonian

H̃. The magnetic group associated with H̃|M is M = GM + ΘGM . Recall that

the matrices Γρ̄ corresponding to irrep ρ̄ are related to the matrices Γρ corre-

sponding to irrep ρ by the relation Γρ̄(a) = Γ∗ρ(r
−1ar) and r = Θ. This means

that ΓM̄1
({C4|0}) = Γ∗M1

(Θ−1{C4|0}Θ) = Γ∗M1
({C4|0}) = (+i)∗ = −i, where we

used that fact that the element Θ commutes with any spatial symmetry element.

Similarly, ΓM̄1
({C3

4 |0}) = Γ∗M1
({C3

4 |0}) = (−i)∗ = +i, ΓM̄1
({σ01|(t1 + t2)/2}) =

Γ∗M1
({σ01|(t1 + t2)/2}) = (−i)∗ = +i, ΓM̄1

({σ10|(t1 + t2)/2}) = Γ∗M1
({σ10|(t1 +

t2)/2}) = (+i)∗ = −i, ΓM̄1
({σ11̄|(t1+t2)/2}) = Γ∗M1

({σ11̄|(t1+t2)/2}) = (−1)∗ = −1,

ΓM̄1
({σ11|(t1+t2)/2}) = Γ∗M1

({σ11|(t1+t2)/2}) = (+1)∗ = +1, ΓM̄1
({E|mt1+nt2}) =

Γ∗M1
({E|mt1 + nt2}) = (exp(−iπ(m + n)))∗ = exp(iπ(m + n)) = exp(−iπ(m + n)).

Therefore, M̄1 = M2. Also, ΓM̄3
({C4|0}) = Γ∗M3

({C4|0}) = (−i)∗ = +i,

ΓM̄3
({C3

4 |0}) = Γ∗M3
({C3

4 |0}) = (+i)∗ = −i, ΓM̄3
({σ01|(t1 + t2)/2}) = Γ∗M3

({σ01|(t1 +

t2)/2}) = (−i)∗ = +i, ΓM̄3
({σ10|(t1 +t2)/2}) = Γ∗M3

({σ10|(t1 +t2)/2}) = (+i)∗ = −i,

ΓM̄3
({σ11̄|(t1 + t2)/2}) = Γ∗M3

({σ11̄|(t1 + t2)/2}) = (+1)∗ = +1, ΓM̄3
({σ11|(t1 +

t2)/2}) = Γ∗M3
({σ11|(t1 + t2)/2}) = (−1)∗ = −1, ΓM̄3

({E|mt1 + nt2}) =

Γ∗M3
({E|mt1 + nt2}) = (exp(−iπ(m + n)))∗ = exp(iπ(m + n)) = exp(−iπ(m + n)).

Therefore, M̄1 = M2. Hence, M̄3 = M4. Therefore, M1 and M2 of little group

GM of space group p4gm together make a 2 dimensional co-representation. We

saw in our discussion about the eigenfunctions ũ
(3)
M and ũ

(4)
M in Fig. 4.5(b) in the

previous section that they belong to M1 or M2, but could not explain the degeneracy

between band 3 and 4. Since the irreps M1 and M2 together make the 2-dimensional

co-representation of the magnetic group, we see degeneracy between bands 3 and 4

at the M point in the band structure of Fig. 4.5(b).
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Z: We have seen in Table 4.28 that there are 2 irreps. Moreover, the number of

elements in the little co-group ḠZ = C1v = {E, σ10} is 2. Using Eq. 4.33, we will see

if any of the irreps gives multidimensional co-representations.

1

2

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χZ1({R′i|v′i}2) =
1

2

(
χZ1({C2|0}2) + χZ1({σ01|(t1 + t2)/2}2)

)

=
1

2
(χZ1({E|0}) + χZ1({E|t1})) =

1

2
(1 + exp(−iπ)) = 0

1

2

∑
R′∈F ′

R′k≡−k
R′2∈Ḡk

χZ2({R′i|v′i}2) =
1

2

(
χZ2({C2|0}2) + χZ2({σ01|(t1 + t2)/2}2)

)

=
1

2
(χZ2({E|0}) + χZ2({E|t1})) =

1

2
(1 + exp(−iπ)) = 0.

(4.37)

This means Z̄1 6≡ Z1 and Z̄2 6≡ Z2. Since, Z̄1 and Z̄2 are also irreps of little group GZ ,

it must be that Z̄1 = Z2 and Z̄2 = Z1. To see this concretely, we note that the oper-

ator Θ transforms a Bloch function at wave vector k to a Bloch function at −k (as we

saw in the discussion on the M in the previous subparagraph). However, the spatial

operator {C2|0} ∈ G = p4gm also transforms a Bloch function at wave vector k to a

Bloch function −k. Therefore, the composite operator Θ{C2|0} transforms a Bloch

function at wave vector k to a Bloch function at wave vector k. Since both Θ and

{C2|0} are symmetries of the hamiltonian H̃, the composite operator Θ{C2|0} is also a

symmetry of H̃. Then, the Hamiltonian restricted to eigenfunctions at point Z (H̃|Z)

has the antiunitary operator Θ{C2|0} as its symmetry. The space group symmetry of

H̃|Z is clearly the little group GZ = {E|0}T + {σ10|(t1 + t2)/2}T of the total Hamil-

tonian H̃. The magnetic space group associated with H̃|Z is M = GZ + Θ{C2|0}GZ .

Recall that the matrices Γρ̄ corresponding to irrep ρ̄ are related to the matrices

Γρ corresponding to irrep ρ by the relation Γρ̄(a) = Γ∗ρ(r
−1ar) and r = Θ. This

means that ΓZ̄1
({σ10|(t1 + t2)/2}) = Γ∗Z1

({C2|0}−1Θ−1{σ10|(t1 + t2)/2}Θ{C2|0}) =

195



Γ∗Z1
({C2|0}{σ10|(t1 + t2)/2}{C2|0}) = Γ∗Z1

({σ01|− (t1 + t2)/2}{C2|0}) = Γ∗Z1
({σ10|−

(t1 +t2)/2}) = Γ∗Z1
({σ10|(t1 +t2)/2})Γ∗Z1

({E|− (t1 +t2)}) = exp(+iuπ) exp(−iπ(1+

2u)) = − exp(−iuπ), where we used that fact that the element Θ commutes with

any spatial symmetry element and the fact the irrep matrices ΓZ1 satisfy homomor-

phism. Similarly, ΓZ̄1
({E|mt1 +nt2}) = Γ∗Z1

({C2|0}−1Θ−1{E|mt1 +nt2}Θ{C2|0}) =

Γ∗Z1
({C2|0}{E|mt1 + nt2}{C2|0}) = Γ∗Z1

({E| −mt1 − nt2}) = exp(−iπ(m + 2un)).

These imply that Z̄1 = Z2. Since there are only two irreps of GZ and together they

form a 2 dimensional co-representation, all bands at points Z are doubly degenerate

as can be seen in the band structure in Fig. 4.5(b).

4.4 Conclusion

This chapter is a tutorial for the group theoretic characterization of symmetry

protected degeneracies in the band structures of elastic systems. In particular, it

explains how to obtain the irreducible representations of the symmetry groups at

different points of the Brillouin zones corresponding to different space groups. If there

exists a multidimensional irrep at a wave vector, there will be symmetry protected

degeneracies at that point in the Brillouin zone. When some of the symmetries

are broken due to structural alterations, and if the new symmetry group does not

have a multidimensional irrep at the point in Brillouin zone under consideration, the

degeneracy will be lifted creating a band gap at that point. To help the reader get

familiar with the theory, we give examples of different space groups showing how

going from higher to lower symmetry group may create band gaps.

In addition to being important for designing tunable band gap elastic metamate-

rials, symmetry characterization of frequency bands in elastic systems is also impor-

tant for designing topological metamaterials [147, 148, 149, 150, 151, 152, 153, 154,

155, 156, 157], which, being able to transport at their boundary wave without scat-
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tering from defects, are important for waveguides [158], acoustic antenna [159], delay

lines [160], etc. It has been shown that if a set of bands of a periodic system with

certain space group symmetry have certain irrep labels at the high symmetry points

in the Brillouin zone, those bands are topological [161, 162, 163]. This article will help

researchers interested in this field get acquainted with the concepts of representation

theory which may help them designing topological mechanical systems.
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Chapter 5

Statistical mechanics of nanotubes

Here we investigate the statistical mechanics of thin single-walled nanotubes at low

temperatures within shallow shell approximation [164, 165, 166]. Due to the presence

of the curvature in nanotubes, the radial fluctuations along the axial direction costs

both bending and stretching energy, whereas the radial fluctuations along the circum-

ferential direction only costs bending energy. This competition between stretching and

bending costs associated with height fluctuations introduces a characteristic elastic

length scale (`el ∼
√
Rt) [107, 167], which is proportional to the geometric mean of the

radius and effective thickness. In typical carbon naotubes, this length is `el . 3nm.

We show that below this length, the bending rigidity and in-plane stiffness constants

scales the same way as for flat membranes mentioned above. As will be discussed in

detail in this article, beyond the elastic length scale, the in-plane elastic constants

stop renormalizing in the axial direction, while they continue to renormalize in the

circumferential direction beyond the elastic length scale albeit with different universal

exponents. The bending rigidity, however, stops renormalizing in the circumferential

direction at the elastic length scale. We verify our theoretical findings with molecular

dynamics simulations.
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5.1 Elastic energy of deformation

The elastic energy of a deformed cylindrical shell can be estimated with shallow shell

theory. To this end, let us consider a cylindrical shell with radius R and length L in its

undeformed configuration. 1 Then, any point on the undeformed shell can be written

as X̄ = (R cosϕ,R sinϕ, z) in cartesian coordinates where the axis of the cylinder is

in the z direction. Since the radius R is a constant, the shell can be parametrized

by (Rϕ, z) coordinates. The tangent vectors at any point on the shell can be written

as t̄ϕ = ∂ϕX̄ = (− sinϕ, cosϕ, 0) and t̄z = ∂zX̄ = (0, 0, 1), whereas the normal is

N̄ = (cosϕ, sinϕ, 0). Note that here we used short-hands ∂ϕ ≡ 1
R

∂
∂ϕ

and ∂z ≡ ∂
∂z

. The

reference metric is ḡij = t̄i · t̄j = δij and curvature tensor is b̄ij = N̄ · ∂it̄j = − 1
R
δijδiϕ

where i ∈ {φ, z}. Then, in the deformed configuration, the displacement of each

point can be decomposed into tangential components ui(Rϕ, z) (where i ∈ {ϕ, z})

and radial component h(Rϕ, z) (see Fig. 5.1(a)) such that the coordinates of the

points in deformed configuration are given by X = X̄ + uϕt̄ϕ + uz t̄z + hN̄. The

tangent vectors in the deformed configuration are tϕ = ∂ϕX = t̄ϕ+ t̄ϕ∂ϕuϕ− 1
R
uϕN̄+

t̄z∂ϕuz + N̄∂ϕh + 1
R
ht̄ϕ and tz = ∂zX̄ = t̄z + t̄ϕ∂zuϕ + t̄z∂zuz + N̄∂zh. Then, the

metric and the curvature tensors in the deformed configuration are:

gij ≈ δij + ∂iuj + ∂jui + (∂ih)(∂jh) +
2

R
hδijδiϕ,

bij ≈ −
1

R
δijδiϕ + ∂i∂jh,

(5.1)

where we only kept only the relevant terms (in the sense of Wilsonian renormal-

ization [168]) in displacements and their derivatives. This is the Donnell-Mushtari-

Vlasov approximation [165, 164, 166]. The in-plane strain and bending strain tensors

are defined as uij ≡ (gij − ḡij)/2 and Kij ≡ (bij − b̄ij), respectively [164]. Then, from

1In principle, a cylindrical shell should have different inner and outer radii since it can have finite
thickness, for atomatically thin nanotubes thickness is not defined. However, as we will see later, an
effective thickness can be defined in terms of its bending rigidity and in-plane stiffness constants.
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Figure 5.1: (a) A snaphot of a thermally fluctuating cylindrical shell. The length L,
diameter 2R, thickness t, in-plane displacements uϕ and uz, radial displacement h are
shown. A small segment (shown in red box) on the shell is zoomed in to show that in
simulations, the shell is modeled with triangular lattice of point masses connected by
harmonic springs (green lines). At bottom right corner, the angle θαβ between two
adjacent triangles of the triangular lattice is shown. (b) A deformed cylindrical shell
with only nonzero h̃(qϕ 6= 0, qz = 0) and h̃(qϕ = 0, qz = 0) does not cost stretching
energy if the change in the length of circumference due to h̃(qϕ 6= 0, qz = 0) is
compensated by h̃(qϕ = 0, qz = 0). (c) A deformed cylindrical shell with nonzero
h̃(qϕ = 0, qz 6= 0) and h̃(qϕ = 0, qz = 0) costs stretching energy different positions
along the axis of the cylindrical shell have different circumference length.

Eq. 5.1, we find

uij = (∂iuj + ∂jui + ∂ih∂jh)/2 +
h

R
δijδiϕ,

Kij = ∂i∂jh,

(5.2)

where i, j ∈ {ϕ, z}. Notice that first term inside the parenthesis in the expression of

in-plane strain uij is the same as in flat sheets. However, the second term is new, and

it shows the coupling between in-plane strains and radial undulation field h due to

curvature 1/R. The free energy cost of the shell deformation is given by:

F =

∫
A

dA
1

2

[
κ0(Kii)

2 + λ0(uii)
2 + 2µ0(uij)

2
]
, (5.3)
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where the first term accounts for the bending energy and the last two terms are the

in-plane stretching energy. Note that we did not consider the term consisting of the

Gaussian curvature because we are interested in periodic boundary condition, where

the integral of the Gaussian curvature is zero due Gauss-Bonnet theorem. Here, κ0

is the microscopic (bare) bending rigidity of the material and has the dimension of

energy, whereas λ0 and µ0 are the microscopic (bare) Lamé coefficients and has the

dimension of energy per area, dA = dϕdzR is infinitesimal area element, A = 2πRL,

ds is the infinitesimal line element at the boundary, ∂A is the boundary of the cylinder,

T is the traction force at the boundary. The components of the traction force can

be written as Ti = njσij where σij is the homogeneous stress tensor and nj is the

in-plane normal to at the boundary. Replacing this expression of the traction force

Ti and using Stokes’ theorem we get:

∫
∂A

ds Tiui =

∫
∂A

ds njσijui =

∫
A

dA∂j(σijui) =

∫
A

dAσij∂jui

= σij

∫
A

dA
1

2
(∂jui + ∂iuj),

F =

∫
A

dA
1

2

[
κ0(∇2h)2 + λ0(uii)

2 + 2µ0(uij)
2 − σij(∂jui + ∂iuj)

]
,

(5.4)

where we used the facts that σij = σji and Kii = ∇2h. Also, we assume that the

microscopic material is isotropic which is reasonable for carbon nanotubes. However,

inspection of the last term in the expression of uij in Eq. 5.2 shows that it is

anisotropic. This means that as we integrate small wavelength degrees of freedom to

investigate long wavelength behavior, the stiffness constants may become anisotropic.

Keeping this in mind, we write the more general form of the free energy is given below:

F =

∫
A

dA
1

2

[
B0
ijkl(∂i∂jh)(∂k∂lh) + C0

ijkluijukl − σij(∂jui + ∂iuj)
]
, (5.5)

where B0
ijkl and C0

ijkl are the most general bare bending rigidity and in-plane elastic

tensors, respectively. However, because of the mirror planes x − y and r − z, the
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anisotropy can be at most orthorhombic, meaning that Bϕϕϕz = Bϕzzz = Cϕϕϕz =

Cϕzzz = 0. This along with the major and minor symmetries of Bijkl and Cijkl

tensors mean that the only independent constants are Bϕϕϕϕ, Bϕϕzz, Bzzzz, Cϕϕϕϕ,

Cϕϕzz, Cϕzϕz and Czzzz. For isotropic bare rigidities, B0
ijkl = κ0δijδkl and C0

ijkl =

λ0δijδkl + µ0(δikδjl + δilδjk).

5.2 Thermal fluctuations

The effect of thermal fluctuations can be seen in the correlation functions obtained

from the functional integrals:

〈h〉 ≡ 〈h(x)〉 =
1

Z

∫
D[ui, h]h(x)e−F/kBT , (5.6a)

Ghh(x2 − x1) ≡ 〈δh(x2)δh(x1)〉 =
1

Z

∫
D[ui, h]δh(x2)δh(x1)e−F/kBT , (5.6b)

Guiuj(x2 − x1) ≡ 〈ui(x2)uj(x1)〉 =
1

Z

∫
D[ui, h]ui(x2)uj(x1)e−F/kBT , (5.6c)

Z =

∫
D[ui, h]e−F/kBT , (5.6d)

where T is the temperature, kB is the Boltzmann’s constant, Z is the partition func-

tion, δh(x) = h(x)− 〈h〉, x ≡ (Rϕ, z), and in Eqs. 5.6a, 5.6b and 5.6c , we used the

fact the system is translationally invariant.

In the following, we decompose the radial displacement field as h(x) = h0 + h̃(x),

where h0 = (1/A)
∫
dAh(x) is the homogeneous part of the undulation field, and

(1/A)
∫
dA h̃(x) = 0. Then, 〈h0〉 = (1/A)

∫
dA〈h(x)〉 = 〈h〉. With this knowledge

then, δh(x) = h̃(x)+h0−〈h0〉. Similarly, the in-plane strain fields can be decomposed
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into uij(x) = u0
ij+ ũij(x). However, the homogeneous strain u0

ϕϕ and the zero mode of

the radial fluctuation h0 are related by u0
ϕϕ = h0/R because increasing the length in

azimuthal direction effectively increases the radius. Integrating out the homogeneous

fields h0 and u0
ij, we obtain the following effective free energy:

Feff,1 = −kBT ln

(∫
D[u0

ϕz, h0, u
0
zz]e

−F/kBT
)

=

∫
A

dA
1

2

[
B0
ijkl(∂i∂jh̃)(∂k∂lh̃) + C0

ijklũijũkl + σij(∂ih̃)(∂jh̃)
]

= F0 + FI ,

F0/A =

∫
A

dA
1

2

[
B0
ijkl(∂i∂jh̃)(∂k∂lh̃) +

C0
ϕϕϕϕ

R2
h̃2 + σij(∂ih̃)(∂jh̃)

]
+

∫
A

dA
1

2

[
C0
ijkl(∂iũj)(∂kũl) + C0

ijϕϕ(∂iũj)
h̃

R

]
,

FI/A =

∫
A

dA
1

2

[
C0
ijkl∂iũj(∂kh̃)(∂lh̃) + C0

ϕϕkl

h̃

R
(∂kh̃)(∂lh̃)

]

+

∫
A

dA
1

8
C0
ijkl(∂ih̃)(∂jh̃)(∂kh̃)(∂lh̃),

(5.7)

where F0 and FI are the harmonic and anharmonic parts of the effective free energy

Feff,1. A similar functional integral shows that the average radial and axial extensions

are:

〈h〉
R

=
〈h0〉
R

=
σϕϕ
Y 0
ϕϕ

−
ν0
ϕϕσzz

Y 0
ϕϕ

− 1

2
〈(∂ϕh̃)2〉, (5.8a)

〈∆L〉
L

= 〈u0
zz〉 =

σzz
Y 0
zz

− ν0
zzσϕϕ
Y 0
zz

− 1

2
〈(∂zh̃)2〉, (5.8b)

where Y 0
ϕϕ = Cϕϕϕϕ − C2

ϕϕzz/Czzzz and Y 0
zz = Czzzz − C2

ϕϕzz/Cϕϕϕϕ are the

2-dimensional Young’s moduli in azimuthal and axial directions respectively,

and νϕϕ = Cϕϕzz/Czzzz and νzz = Cϕϕzz/Cϕϕϕϕ are the Poisson’s ratios in

azimuthal and axial directions respectively. For isotropic microscopic proper-

ties, Y 0
ϕϕ = Y 0

zz = 4µ0(λ0 +µ0)/(λ0 +2µ0) ≡ Y0, and ν0
ϕϕ = ν0

zz = λ0/(λ0 +2µ0) ≡ ν0
iso.
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The last terms in Eqs. 5.8a and 5.8b are negative meaning that in absence of any

normal stress (σϕϕ = σzz = 0), the radius and the length of the cylindrical shell

shrink under thermal fluctuations. This is because nonuniform radial fluctuations

h̃(x) at fixed radius would increase the integrated area, with a large stretching energy

cost. The system prefers to wrinkle and shrink its radius to gain entropy while

keeping the integrated area of the convoluted shell approximately constant.

For renormalization group calculations, it is sometimes helpful to integrate out

the in-plane phonons completely and write an effective free energy as a functional of

radial undulations:

Feff = −kBT ln

(∫
D[uϕ, uz]e

−Feff,1/kBT

)
= F 0

eff + F Ieff,

F 0
eff/A =

∑
q 6=0

1

2

[
B0
ijklqiqjqkql +

N(C0
ijkl)q

4
z

R2D(C0
ijkl;q)

+ σijqiqj

]
h̃(q)h̃(−q),

F Ieff/A =
∑

q1+q2=−q6=0

q2
z

2q2
[q1iP

T
ij (q)q2j ]

N(C0
ijkl)q

4

RD(C0
ijkl;q)

h̃(q)h̃(q1)h̃(q2)

+
∑

q1+q2=q6=0
q3+q4=−q6=0

1

8
[q1iP

T
ij (q)q2j ][q3iP

T
ij (q)q4j ]

N(C0
ijkl)q

4

D(C0
ijkl;q)

h̃(q1)h̃(q2)h̃(q3)h̃(q4),

N(Cijkl) = det(Cijkl)/4 = CϕϕϕϕCϕzϕzCzzzz − C2
ϕϕzzCϕzϕz,

D(Cijkl;q) = det(Ckiljqkql) =
1

2
(εi1i2εj1j2Ck1i1l1j1Ck2i2l2j2qk1

qk2
ql1ql2)

= CϕϕϕϕCϕzϕzq
4
ϕ + (CϕϕϕϕCzzzz − 2CϕϕzzCϕzϕz − C2

ϕϕzz)q
2
ϕq

2
z

+ CzzzzCϕzϕzq
4
z ,

(5.9)

where P T
ij (q) = (δij − qiqj/q2), εij is the permutation symbol, and we took Fourier

transform of the radial undulation field h̃(q) =
∫
A

(dA/A)h̃(x)e−iq·x. Note that in the

isotropic case, Nq4/D(C0
ijkl; q) = Y0. Note that F 0

eff and F I
eff are the harmonic and

anharmonic part of the effective free energy Feff. Then, within harmonic approxima-

tion one can read off the Fourier transform G0
hh(q) =

∫
A

(dA/A)G0
hh(x)e−iq·x of the
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correlation function G0
hh(x) (the superscript “0” is for harmonic approximation):

G0
hh(q) ≡ 〈|h̃(q)|2〉0 =

kBT/A

B0
ijklqiqjqkql +

N(C0
ijkl)q

4
z

R2D(C0
ijkl;q)

+ σijqiqj

isotropic
=

kBT/A

κ0q4 + Y0q4
z

R2q4 + σijqiqj
,

(5.10)

where 〈〉0 is the harmonic average. The effect of the anharmonic terms is to replace

the bare parameters B0
ijkl, C

0
ijkl and σij with scale dependent renormalized parameters

BR
ijkl(q), CR

ijkl(q) and σRij :

Ghh(q) ≡ 〈|h̃(q)|2〉 =
kBT/A

BR
ijkl(q)qiqjqkql +

N(CRijkl(q))q4
z

R2D(CRijkl(q);q)
+ σRijqiqj

. (5.11)

Before going into the details of renormalization, it is useful to gain some insights from

the Green’s function in Eq. 5.10. In the limit R→∞, it gives back the Green’s func-

tion for isotropic sheets Gs,0
hh(q) = kBT/A

κ0q4+σijqiqj
. Because of the presence of anisotropic

curvature in the cylindrical shell, we have, in the denominator, an extra direction

dependent term (Y0q
4
z)/(R

2q4) which suppresses the amplitude of the radial fluctu-

ations in the axial direction. This because the Fourier modes of radial fluctuations

which are in axial direction necessarily cost stretching energy along with bending

energy, whereas the Fourier modes of radial fluctuations which are in azimuthal direc-

tion only cost bending energy (see Fig. 5.1(b) and (c)) [167]. Furthermore, setting

external stresses to zero σij = 0 and equating the two remaining terms in the denom-

inator of Eq. 5.10, we obtain a characteristic wave vector:

q0
el ≡

π

`0
el

=

(
Y0

κ0R2

) 1
4

=
γ

1
4

R
, (5.12)

where γ = Y0R
2/κ0 is the Föppl-von Karman number. In the theory of shallow shells,

bending rigidity κ0 ∼ Et3 and Y0 ∼ Et, where E is 3-dimensional Young’s modulus
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of the material and t is the thickness of shell. In atomically thin systems thickness is

not well defined; however, we can define an effective thickness as t ∼
√
κ0/Y0 Then,

the Föppl-von Karman number γ ∼ R2/t2 meaning that the larger γ is, the larger the

radius R is with respect to the thickness t. The length scale `0
el obtained from this

is what we will call the “elastic length scale.” The superscript “0” is for harmonic

approximation; we will see later that when we take renormalization of the parameters

due to the anharmonic terms into account, the expression of `el changes slightly. As

we will see in the next section, the effect of the curvature on the renormalization

of the material parameters is negligible for scales smaller the elastic length scale `el

and will be important at scales larger than this. Another important length scale

that is important for both isotropic sheets and cylindrical shells comes from the form

of the Green’s function: G0
hh ∼ kBT

Aκ0q4 when σij = 0 and q � q0
el. Therefore, the

largest amplitude of the radial (height in case of sheets) fluctuations occur when

q ∼ 1/L and A ∼ L2 (where is the system size) giving largest amplitude of the

radial fluctuation as hth ∼ L
√
kBT/κ0 = Lτ 1/2 (τ ≡ kBT/κ0 is the nondimensional

temperature). Anharmonic terms become important when this amplitude is of the

order of the thickness hth ∼ t ∼
√
κ0/Y0. This gives us a length `th ∼

√
κ2

0/(kBTY0)

called thermal length scale [169] (we will get a better estimate of `th later in Eq. 5.20).

The effect of the anharmonic terms are only important when the system size is larger

than the thermal length scale `th. These two length scales `th and `el divides the scales

dependence of the material parameters into three regimes. We will be interested in

the limit where `th � `el because as we discussed above below `th the anharmonic

terms are not important the theory is trivial. Therefore, keeping this length smaller

than other important length scales enables us to see all possible nontrivial scalings

due to the anharmonic terms. We will comment on the other limit later. Also, we

will be interested in zero external stress limit σij = 0.
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5.3 Renormalization group and scaling analysis

The effect of the anharmonic terms in Eq. 5.7 at a given scale `∗ ≡ π/q∗ can be

obtained by systematically integrating out all degrees of freedom on smaller scales

(i.e., larger wave vectors). This can be done by splitting the displacement fields into

pieces: g<(r) =
∑
|q|<q∗ e

iq·rg(q) and g>(r) =
∑

Λ>|q|>q∗ e
iq·rg(q), where g ∈ {ũi, h̃}

and a ≡ π/Λ is a microscopic cutoff, and integrating out g> as

Feff,1(`∗) = −kBT ln

(∫
D[ũi,>, h̃>]e−Feff,1/kBT

)
,

Feff(`∗) = −kBT ln

(∫
D[h̃>]e−Feff,1/kBT

)
.

(5.13)

5.3.1 Scaling analysis for `∗ � `el

• `∗ � `th � `0
el: we have C0

ϕϕϕϕ|h̃(q)|2/R2 � κ0(q∗)4|h̃(q)|2, meaning that we

can ignore the term C0
ϕϕϕϕh̃

2/R2 from Eq. 5.7, and similarly we can ignore

the term N(C0
ijkl)q

4
z/(R

2D(C0
ijkl; q))h̃(q)h̃(−q) ∼ Y0q

4
z/(R

2q4)h̃(q)h̃(−q) from

Eq. 5.9. Since `∗ � `th, the anharmonic terms are not important as was

discussed in the last section. Therefore, the effective harmonic free energy is

Feff(`∗) =
∑
q 6=0
q<q∗

A

2

[
B0
ijklqiqjqkql + σijqiqj

]
=
∑
q 6=0
q<q∗

A

2

[
κ0q

4 + σijqiqj
]
h̃(q)h̃(−q).

(5.14)

This Free energy is isotropic and the material parameters remain the same as

their bare values. The näıve (Gaussian or harmonic) dimensions of the quanti-

ties h̃(q) and σij requiring that [Feff] = 0 and [κ0] = 0 and expressing dimen-

sionality in wave-vector units [170]:

[h̃(q)] = −1 = (D − 4)/2 ≡ −ζh, [σij] = 2, (5.15)
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where D = 2 is the dimension of the system. The meaning of these dimensions is

that under scale transformation q→ q′ = bq or x→ x′ = b−1x, if we transform

h̃(q) → h̃′(q′) = b[h̃(q)]h̃(bq) = b−1h̃(bq) and σij → σ′ij = b[σij ]σij = b2σij, the

harmonic theory remain invariant. With these dimensions we go back to Feff,1

in Eq. 5.7 and find the nav̈e dimensions of the following quantities:

[C0
ijkl] = 2 = 4−D, [ũi] = −1 = D − 3 = 1− 2ζh, [1/R] = 1 = D/2. (5.16)

This means that under scale transformation q → q′ = bq, C ′0ijkl = b4−DC0
ijkl

meaning as we zoom out of the system C ′0ijkl grows for dimensions D < 4. Since

C0
ijkl are the coefficients of the anharmonic terms in Eq. 5.7, the anharmonic

terms are important for dimensions D ≤ 4. This implies that the upper critical

dimension of the theory in Eq. 5.7 is Du = 4 and the anharmonic terms are

relevant in the physical dimension D = 2. This means that the anharmonic

terms will renormalize the parameters B0
ijkl and C0

ijkl at least in the regime

`th < `∗ � `0
el which we discuss next.

• `th < `∗ � `0
el: In this regime, the anharmonic renomrmalize the parameters

B0
ijkl and C0

ijkl to parameters BR
ijkl(q

∗) and CR
ijkl(q

∗) at scale q∗. However, for

`∗ & `th when the parameters are only mildly renormalized, the anisotropic

term NR(q)q4
z/(R

2DR(q)) in the denominator Green’s function in Eq. 5.11

is still small w.r.t. the first term and the Green’s function is still approx-

imately isotropic (we will show the consistency of this once we obtain the

renormalization group flow equations). Therefore, we can implement isotropic

(circular) momentum-shell renormalization group scheme. We first integrate out

all Fourier modes in a thin momentum shell Λ/b/ < q < Λ and b ≡ `∗/a = es,
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with s� 1. Next we rescale lengths and fields:

r = br′, h̃(r) = bζhh̃(r′), ũi(r) = b2ζh−1ũi(r
′) (5.17)

where ζh is the field-rescaling exponent. We find it convenient to work directly

with a D =2-dimensional cylindrical shell embedded in d =3 space, rather

than introducing an expansion in ε = 4 − D [94, 92]. In principle, this is

dangerous and can give wrong results because if we work in D = 2, ε = 4 −
2 = 2 is large and there is no small parameter perturbative renormalization.

However, later we show using the molecular dynamics simulations that the

results obtained by directly working inD = 2 matches with simulations. Finally,

we define new elastic constants B′ijkl, C
′
ijkl, and a new external pressure σ′ij,

such that the free-energy functional in Eqs. 5.7 and 5.9 retain the same form

after the renormalization group steps. We then write the ordinary differential

equations for the parameters w.r.t. s, called β functions [170, 171]. To obtain

the contribution to the renormalization of Bijkl from the anharmonic terms,

we find it easier to work with the effective free energy Feff where the in-plane

phonon are completely integrated out (see Fig. 5.2). However, for Cijkl, it is

much simpler to use the free energy Feff,1 (see Fig. 5.3). To one-loop order we

get:

βBijkl
=
dB′ijkl
ds

= 2(ζh − 1)B′ijkl

+
A

4π2

d

ds

∫
Λ/b<|p|<Λ

d2p εimεjnεkrεltpmpnprpt
N(C ′ijkl)

D(C ′ijkl;p)
Ghh(p)

− 2A2

4π2R′2kBT

d

ds

∫
Λ/b<|p|<Λ

d2p εimεjnεkrεltpmpnprptp
4
z

N2(C ′ijkl)

D2(C ′ijkl;p)
G2
hh(p),

(5.18a)

βCijkl
=
dC ′ijkl
ds

= 2(2ζh − 1)C ′ijkl

− A2

8π2kBT
C ′ijmnC

′
rtkl

d

ds

∫
Λ/b<|p|<Λ

d2p pmpnprptG
2
hh(p),

(5.18b)
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Figure 5.2: Feynman diagrams relevant to the renormalization of bending rigidity.
(a) Four-point and (b) three-point vertices describe the quartic and cubic terms in
the effective free energy of Eq. 5.9, respectively. the straight legs represent radial
displacement fields h̃(q). The red part of the three-point vertex in (b) connects to
the field h̃(q) corresponding to wave vector which is in the argument of P T

ij . (c–e) One-
loop diagrams that contribute to the renormalization flows of the bending rigidities
BR
ijkl. The momentum p in (c), (d), (e) is the loop momentum which is integrated

over a shell Λ/b < p < Λ and whole Fourier space in momentum-shell renormalization
and self consistent calculation respectively.

Figure 5.3: Feynman diagrams relevant to the renormalization of in-plane moduli.
(a) Three-point (b) four-point vertices describe the cubic ũh̃h̃ and quartic h̃h̃h̃h̃ terms
in the free energy of Eq. 5.7, respectively. The wiggly line in (a) is the leg correspoding
to in-plane displacement field ũi(q). (c) One-loop diagram that contributes to the
renormalization flows of the in-plane stiffnesses CR

ijkl associated with the three-point
vertex in (a). The connected legs in these diagrams represent the propagators Ghh(q).
The momentum p in (c) is the loop momentum which is integrated over a shell
Λ/b < p < Λ and whole Fourier space in momentum-shell renormalization and self
consistent calculation respectively.
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βσij
=
dσ′ij
ds

= 2ζhσ
′
ij , (5.18c)

βR =
dR′

ds
= −R′, (5.18d)

where εij is the permutation symbol (ε11 = ε22 = 0 and ε12 = −ε21 = 1).

The scale-dependent parameters B′ijkl, C
′
ijkl, and σ′ij, obtained by integrating

the differential equations in Eqs. 5.18 up to a scale s = ln(`∗/a) with initial

conditions B′ijkl(0) = κ0δijδkl, Cijkl(0) = λ0δijδkl + µ0(δikδjl + δilδjk) and

σij(0) = 0, are related to the scale-dependent renormalized parameters as

BR
ijkl(s) = B′ijkl(s)e

(2−2ζh)s = B′ijkl(s), C
R
ijkl(s) = C ′ijkl(s)e

(2−4ζh)s = C ′ijkl(s)e
−2s

and σRij(s) = σ′ij(s)e
−2s, since ζh = 1.

With the initial conditions just mentioned, the only term that can make

the RG flow anisotropic is the last term in Eq. 5.18a. In the limit

`th < `∗ � `0
el, the second and third terms in Eq. 5.18a are ∼ kBTY

′/(κ′Λ2)

and ∼ kBTY
′2/(κ′2R′2Λ6) respectively. Third term is of the order of the second

terms when:

kBTY
′/(κ′Λ2) . kBTY

′2/(κ′2R′2Λ6)

⇒ kBTYR(s)e2sa2/κR(s) . kBTY
2
R(s)e4sa6/(κ2

R(s)R2e−2s)

⇒ 1 . YR(s)(`/a)4a4/(κR(s)R2)

⇒ ` & (κR(s)R2/YR(s))1/4

(5.19)
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Comparing the right hand side of the last line of Eq. 5.19 with Eq. 5.12, we

define a new elastic length scale as

`el ≡
π

qel

= π

(
κR(`el)R

2

YR(`el)

) 1
4

, (5.20)

where κR(`el) and YR(ellel) are themselves dependent on the elastic length scale.

We will give a better estimate of elastic length later. From, Eq. 5.19, we see that

the third term in Eq. 5.18a, which makes anisotropic contribution, is negligible

compared to the isotropic second term in the regime `th < `∗ � `el, and can

be ignored. Therefore, in this region the material parameters remain isotropic.

In this limit, the beta-functions are exactly the same as those for a thermally

fluctuating isotropic sheet [169]. Hence, in this regime, the scale dependence of

the isotropic material parameters is the same as in case of isotropic sheets:

κR(`)

κ0

≈ (`/`th)η, `th � `� `el,

λR(`)

Y0

,
µR(`)

Y0

,
YR(`)

Y0

≈ c(`/`th)−ηu , `th � `� `el,

(5.21)

where the prefactor c is −0.36, 0.72 and 1.0 for λR, µR and YR respectively [169],

η ≈ 0.8 − 0.85 [169, 96, 98], and the exponents η and ηu satisfy the identity

2η+ηu = 2, which is a result of infinitesimal rotational symmetry of the system

about in-plane axes [92]. Replacing These expressions of κR(`) and YR(`) in

Eq. 5.20 we get the following estimate of elastic length:

`el =
π

qel

=

(
κ0R

2qη+ηu
th

Y0

) 1
4−η−ηu

. (5.22)

A better estimate of the thermal length scale can also be obtained from

Eq. 5.18a. The scale ` = aes at which the second term is comparable to the

first (Gaussian) term of Eq. 5.18a is the system size where the anharmonicity of
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the free energy becomes important, and the length is called the thermal length

scale. Then, by simplifying the second term in Eq. 5.18a using the fact that the

material parameters are isotropic and using the expressions κ′(s) = κR(s) ≈ κ0

(the last equality is due to the fact that the parameters only starts to renor-

malize at the thermal length scale), Y ′(s) = YR(s)e2s ≈ Y0e
2s ≈ κ0(s),

s = ln(`th/a), Λ = π/a, we get [169]:

`th ≡
π

qth

=

√
16π3κ2

0

3kBTY0

. (5.23)

5.3.2 Scaling analysis for `∗ � `el

From the discussion until now, we have seen that up to elastic length scale the

parameters remain isotropic and BR
ijkl(qel) ≈ κR(qel)δijδkl ≈ δijδklκ0(qel/qth)−η and

CR
ijkl(qel) ≈ λR(qel)δijδkl + µR(qel)(δikδjl + δilδjk) ≈ Y0(−0.36δijδkl + 0.72(δikδjl +

δilδjk))(qel/qth)ηu . Therefore, integrating out the degree of freedom on scales smaller

than `el, the free energy takes the form:

F 0
eff(qel)/A =

∑
q 6=0
q<qel

1

2

(
BR
ijkl(qel)qiqjqkql +

q4
zN(CRijkl(qel))

R2D(CRijkl(qel);q)

)
h̃(q)h̃(−q)

≈
∑
q 6=0
q<qel

1

2

(
κR(qel)q

4 +
q4
zYR(qel)

R2q4

)
h̃(q)h̃(−q),

(5.24a)
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F Ieff(qel)/A =
∑

q1+q2=−q 6=0
q1,q2,q<qel

q2
z

2q2
[q1iP

T
ij (q)q2j ]

N(CRijkl(qel))q
4

RD(CRijkl(qel);q)
h̃(q)h̃(q1)h̃(q2)

+
∑

q1+q2=q 6=0
q3+q4=−q 6=0
q1,q2,q3,q4,q<qel

1

8
[q1iP

T
ij (q)q2j ][q3iP

T
ij (q)q4j ]

N(CRijkl(qel))q
4

D(CRijkl(qel);q)
h̃(q1)h̃(q2)h̃(q3)h̃(q4),

≈
∑

q1+q2=−q 6=0
q1,q2,q<qel

[q1iP
T
ij (q)q2j ]

YR(qel)q
2
z

2Rq2
h̃(q)h̃(q1)h̃(q2)

+
∑

q1+q2=q 6=0
q3+q4=−q 6=0
q1,q2,q3,q4,q<qel

YR(qel)

8
[q1iP

T
ij (q)q2j ][q3iP

T
ij (q)q4j ]h̃(q1)h̃(q2)h̃(q3)h̃(q4).

(5.24b)

Starting from this course-grained free energy, the harmonic approximation to the

Green’s function is:

G0
hh(q; q < qel) =

kBT/A

κR(qel)q4 + YR(qel)q4
z

R2q4

, (5.25)

which is aniostropic for q < qel. Now, following the argument of [172] (section V),

the regime of wavevectors that dominates the h̃-fluctuations is q8 ≈ (qelqz)
4 i.e.,

qz = q2
ϕ/qel. Therefore, for small q � qel, qz ∼ q2

ϕ � qϕ. This leads to a simplification

of the expression of D(Cijkl; q) keeping only the lowest order terms in qϕ:

q4
zN(CR

ijkl(qel))

D(CR
ijkl(qel); q)

≈
CR
ϕϕϕϕ(qel)C

R
ϕzϕz(qel)C

R
zzzz(qel)− CR

ϕϕzz(qel)
2CR

ϕzϕz(qel)

CR
ϕϕϕϕ(qel)CR

ϕzϕz(qel)

q4
z

q4
ϕ

= Y R
zz(qel)

q4
z

q4
ϕ

.

(5.26)

In this regime, if we count the dimension of wave vector component qϕ as [qϕ] = 1,

we have to count the dimension of qz as [qz] = 2 since qz ∼ q2
ϕ. This happens in

strongly anisotropic systems, see for example [173]. Then, the dimension of area A
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is [A] = −1− 2 = −3. With these, and requiring that Gaussian part of the effective

free energy

F 0
eff(qel) ≈

∑
q 6=0
q<qel

A

2

(
BR
ijkl(qel)qiqjqkql +

q4
zY

R
zz(qel)

R2q4
ϕ

)
h̃(q)h̃(−q) (5.27)

dimensionless, we get the following nav̈e dimensions:

[h̃(q)] = −1/2, [BR
ϕϕϕϕ(qel)] = 0, [BR

ϕϕzz(qel)] = −2, [BR
zzzz(qel)] = −4, [Y R

zz(qel)/R
2] = 0

(5.28)

Therefore, the terms BR
ϕϕzz(qel)q

2
ϕq

2
z h̃(q)h̃(−q), BR

zzzz(qel)q
4
z h̃(q)h̃(−q) are irrelevant.

Keeping only the relevant terms then the harmonic part of the free energy is:

F 0
eff(qel) ≈

∑
q 6=0
q<qel

A

2

(
BR
ϕϕϕϕ(qel)q

4
ϕ +

q4
zY

R
zz(qel)

R2q4
ϕ

)
h̃(q)h̃(−q), (5.29)

and the harmonic Green’s function can be approximated as:

G0
hh(q; q < qel) ≈

kBT/A

BR
ϕϕϕϕ(qel)q4

ϕ + Y Rzz(qel)q4
z

R2q4
ϕ

. (5.30)

To get the näıve dimensions of other constants, first go back to the form of the in-

plane strain tensor and require that all the terms in the same component of strain

have the same dimension. This way we get:

ũϕϕ : [∂ϕũϕ] = [h̃/R] = [(∂ϕh̃)2] = 1⇒ [ũϕ] = 0, [1/R] = 3/2,

ũzz : [∂zũz] = [(∂zh̃)2] = 3⇒ [ũz] = 1,

ũϕz : [∂ϕũz] = [∂zũϕ] = [(∂zh̃)(∂ϕh̃)] = 2,

(5.31)

where we used ũϕϕ and ũzz get the dimensions of ũϕ, ũz and 1/R, and checked their

consistency with ũϕz. With these dimensions, we use the free energy in Eq. 5.7 to
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find the dimensions of CR
ijkl(qel):

[CR
ϕϕϕϕ(qel)] = 1, [CR

ϕϕzz(qel)] = [CR
ϕzϕz(qel)] = −1, [CR

zzzz(qel)] = −3. (5.32)

This means that only terms with CR
ϕϕϕϕ(qel) as coefficient are relevant. Keeping

only terms with coefficients CR
ϕϕϕϕ(qel) in Eq. 5.7, if we integrate out the in-plane

displacements, the interacting part F I
eff(qel) of effective free energy is F I

eff(qel) = 0.

Therefore, the effective free energy:

Feff(qel) ≈ F 0
eff(qel) ≈

∑
q 6=0
q<qel

A

2

(
BR
ϕϕϕϕ(qel)q

4
ϕ +

q4
zY

R
zz(qel)

R2q4
ϕ

)
h̃(q)h̃(−q) (5.33)

describes a free field theory and BR
ϕϕϕϕ(qel) and Y R

zz(qel) do not renormalize any further

as we integrate out Fourier modes beyond q < qel:

BR
ϕϕϕϕ(q) ≈ BR

ϕϕϕϕ(qel) = κR(qel) ≈ κ0(qel/qth)−η, (5.34a)

Y R
zz(q) ≈ Y R

zz(qel) = YR(qel) ≈ Y0(qel/qth)ηu . (5.34b)

Hence, the Green’s function Ghh(q; q < qel) = G0
hh(q; q < qel). However, the free

energy in Eq. 5.7 is not a free field theory because CR
ϕϕϕϕ(qel) is relevant. Then we

can use the Feynman diagram in Fig. 5.3(c) to write a self consistent perturbative
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equation (see a similar analysis in [172]):

CR
ϕϕϕϕ(q) = CR

ϕϕϕϕ(qel)

− A2

8π2kBT
(CR

ϕϕϕϕ(q))2

∫
|p|<qel

dpϕdpz p
2
ϕ(pϕ − qϕ)2Ghh(p)Ghh(p− q)

= CR
ϕϕϕϕ(qel)−

kBT

8π2
(CR

ϕϕϕϕ(q))2

∫
|p|<qel

dpϕdpz p
2
ϕ(pϕ − qϕ)2×

1(
BR
ϕϕϕϕ(qel)p4

ϕ + Y Rzz(qel)p4
z

R2p4
ϕ

)(
BR
ϕϕϕϕ(qel)(pϕ − qϕ)4 + Y Rzz(qel)(pz−qz)4

R2(pϕ−qϕ)4

) .
(5.35)

One can extract how the integral scales with qϕ or qz by non dimensionalizing pϕ and

pz with either qϕ and q2
ϕ or q

1/2
z and qz respectively. By doing this one can find that

the integral scales as q−1
ϕ ∼ q

−1/2
z . This observation tells us that the self consistent

equation can be solved by the ansatz:

CR
ϕϕϕϕ(q) = qηϕϕ Ωϕϕϕϕ(qϕ/(qelqz)

z). (5.36)

Using simple power counting, we find that

ηϕ = 1, z = 1/2. (5.37)

From the form of the integral in Eq. 5.35, it is easy to see that the function Ωϕϕϕϕ

is independent of qϕ when qϕ → 0, as well as independent of qz when qz → 0. This

means the following:

Ωϕϕϕϕ(x) ∝


consant, x→∞

x−ηϕ , x→ 0

. (5.38)
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This implies the following:

CR
ϕϕϕϕ(q) ∝


qϕ, q < qel < qth and qϕ � (qelqz)

1/2

√
qz, q < qel < qth and qϕ � (qelqz)

1/2

. (5.39)

Although the other moduli are irrelevant, we can repeat this same analysis to obtain

how they scale. We can check how these moduli scale in our simulations and therefore

better verify our theory and provide an understanding of the mechanical properties

of nanotubes. We can check for example how the shear modulus should scale:

CR
ϕzϕz(q) = CR

ϕzϕz(qel)−
kBT

2π2
(CR

ϕzϕz(q))2

∫
dpϕdpz(pϕ − qϕ)(pz − qz)pϕpz×

1(
BR
ϕϕϕϕ(qel)p4

ϕ + Y Rzz(qel)p4
z

R2p4
ϕ

)(
BR
ϕϕϕϕ(qel)(pϕ − qϕ)4 + Y Rzz(qel)(pz−qz)4

R2(pϕ−qϕ)4

) .
(5.40)

By non dimensionalizing pϕ and pz with either qϕ and q2
ϕ respectively, we find the

integral scales as qϕ ∼ q
1/2
z → 0 as q → 0. This implies that CR

ϕzϕz(q) ≈ CR
ϕzϕz(qel):

CR
ϕzϕz(q) ≈ CR

ϕzϕz(qel), q < qel < qth. (5.41)

Similarly, for CR
zzzz(q), we have the following self-consistent equation:

CR
zzzz(q) = CR

zzzz(qel)−
kBT

8π2
(CR

zzzz(q))2

∫
dpϕdpz(pz − qz)2p2

z×

1(
BR
ϕϕϕϕ(qel)p4

ϕ + Y Rzz(qel)p4
z

R2p4
ϕ

)(
BR
ϕϕϕϕ(qel)(pϕ − qϕ)4 + Y Rzz(qel)(pz−qz)4

R2(pϕ−qϕ)4

) .
(5.42)
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By non dimensionalizing pϕ and pz with either qϕ and q2
ϕ respectively, we find the

integral scales as q3
ϕ ∼ q

3/2
z → 0 as q → 0. This implies that CR

zzzz(q) ≈ CR
zzzz(qel):

CR
zzzz(q) ≈ CR

zzzz(qel), q < qel < qth. (5.43)

Lastly, for CR
zzzz(q), we have the following self-consistent equation:

CR
ϕϕzz(q) = CR

ϕϕzz(qel)−
kBT

8π2

∫
dpϕdpz

[CR
ϕϕϕϕ(q)(pϕ − qϕ)2 + CR

ϕϕzz(q)(pz − qz)2][CR
ϕϕzz(q)p2

ϕ + CR
zzzz(q)p2

z](
BR
ϕϕϕϕ(qel)p4

ϕ + Y Rzz(qel)p4
z

R2p4
ϕ

)(
BR
ϕϕϕϕ(qel)(pϕ − qϕ)4 + Y Rzz(qel)(pz−qz)4

R2(pϕ−qϕ)4

) .

(5.44)

The integral multiplied to CR
ϕϕϕϕ(q)CR

ϕϕzz(q) scales as q−1
ϕ , the integral multiplied to

CR
ϕϕϕϕ(q)CR

zzzz(q) scales as qϕ, the integral multiplied to CR
ϕϕzz(q)CR

ϕϕzz(q) scales as

qϕ, and the integral multiplied to CR
ϕϕzz(q)CR

zzzz(q) scales as q3
ϕ. The only term among

these that does not vanish as qϕ → 0 is the term whose coefficient is CR
ϕϕϕϕ(q)CR

ϕϕzz(q).

However, as we have seen before, CR
ϕϕϕϕ(q) ∼ qϕ. This means that self consistent

equation gives the following:

CR
ϕϕzz(q) ≈ CR

ϕϕzz(qel) + const.× CR
ϕϕzz(q), q < qel < qth. (5.45)

This equation is not sufficient to find the scaling of CR
ϕϕzz(q). However, by solving

the differential equations in Eq. 5.18 numerically, we find the following scaling of

CR
ϕϕzz(q):

CR
ϕϕzz(q) ∝


qϕ, q < qel < qth and qϕ � (qelqz)

1/2

√
qz, q < qel < qth and qϕ � (qelqz)

1/2

. (5.46)

Earlier, we found that Y R
zz(q) stops renormalizing in the regime q < qel < qth.

But we know that Yzz = Czzzz − C2
ϕϕzz/Cϕϕϕϕ. Since CR

zzzz− ∼ constant
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and (CR
ϕϕzz)

2/CR
ϕϕϕϕ ∼ q2

ϕ/qϕ = qϕ → 0 as qϕ → 0, and therefore CR
zzzz −

(CR
ϕϕzz)

2/CR
ϕϕϕϕ ∼ constant which matches with our result for Y R

zz . Similarly,

Yϕϕ = Cϕϕϕϕ − C2
ϕϕzz/Czzzz ∼ qϕ. We summarize these scalings in Table 5.1.

Table 5.1: Scaling functions for `th < `el ⇒ qth > qel

Scale q > qth > qel qth > q > qel qth > qel > q

CR
ϕϕϕϕ/Y0

1
1−ν2

0

(
q
qth

)ηu (
qel

qth

)ηu ( qϕ
qel

)
Ωϕϕϕϕ

(
qϕ/(qelqz)

1/2
)

CR
ϕϕzz/Y0

ν0

1−ν2
0

(
q
qth

)ηu (
qel

qth

)ηu ( qϕ
qel

)
Ωϕϕzz

(
qϕ/(qelqz)

1/2
)

CR
ϕzϕz/Y0

1
2(1+ν0)

(
q
qth

)ηu (
qel

qth

)ηu
CR
zzzz/Y0

1
1−ν2

0

(
q
qth

)ηu (
qel

qth

)ηu
Y R
ϕϕ/Y0 1

(
q
qth

)ηu (
qel

qth

)ηu ( qϕ
qel

)
ΩYϕϕ

(
qϕ/(qelqz)

1/2
)

Y R
zz/Y0 1

(
q
qth

)ηu (
qel

qth

)ηu
BR
ϕϕϕϕ/κ0 1

(
q
qth

)−η (
qel

qth

)−η
In the beginning of this section, we assumed `el � `th. However, even if `th > `el,

all the analysis starting from the näıve dimensions in Eqs. 5.28 and 5.31 would remain

the same in the regime ` > `th > `el except the fact that we would our starting course-

grained free energy would be Feff(qth) instead of Feff(qel) in Eq. 5.24 and the material

parameters in the course-grained free energy Feff(qth) would be BR
ijkl(qth) ≈ B0

ijkl =

κ0δijδkl and CR
ijkl(qth) ≈ C0

ijkl = λ0δijδkl + µ0(δikδjl + δilδjk) instead of BR
ijkl(qel) and

CR
ijkl(qel) in Feff(qel) since the elastic moduli do not renormalize in the regime q > qth.

We summarize these scalings in Table 5.2.

Note that the scaling exponents in the regime q < min{qth, qel} hold to all orders

of perturbation theory. This is because of the following reason. Since the parame-

ters in the radial correlation function remain constant due to the irrelevance of all

anharmonic terms in the effective free enegy Feff, the scaling exponents of the in-plane

moduli are obtained using simple power counting from self-consistent equations like

Eqs. 5.35 and 5.42. This remains the same to all orders in perturbation [172].
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Table 5.2: Scaling Exponents for `el < `th ⇒ qel > qth

Scale q > qel > qth qel > q > qth qel > qth > q

CR
ϕϕϕϕ/Y0

1
1−ν2

0

1
1−ν2

0
∼
(
qϕ
qel

)
Ωϕϕϕϕ

(
qϕ/(qelqz)

1/2
)

CR
ϕϕzz/Y0

ν0

1−ν2
0

ν0

1−ν2
0

∼
(
qϕ
qel

)
Ωϕϕzz

(
qϕ/(qelqz)

1/2
)

CR
ϕzϕz/Y0

1
2(1+ν0)

1
2(1+ν0)

constant

CR
zzzz/Y0

1
1−ν2

0

1
1−ν2

0
constant

Y R
ϕϕ/Y0 1 1 ∼

(
qϕ
qel

)
ΩYϕϕ

(
qϕ/(qelqz)

1/2
)

Y R
zz/Y0 1 1 constant

BR
ϕϕϕϕ/κ0 1 1 constant

5.4 Comparison with molecular dynamics simula-

tions

To test our results tabulated in Tables 5.1 and 5.2, we compared with molecular

dynamics (MD) simulations. Instead of using a fully atomistic model to simulate a

nanotube, we used a convenient coarse-grained discrete model made of a triangular

lattice of point masses with nearest neighbors are connected by harmonic springs (see

Fig. 5.1(a)). Then the stretching part in the free energy in Eq. 5.3 can be modeled

by assigning the equilibrium length of the springs to be a0 and a spring constant Kb:

Fstretch =
1

2
Kb

∑
〈i,j〉

(|xi − xj| − a0)2, (5.47)

where xi is the position of ith mass and the sum is over nearest neighbor point masses

i and j. The energy cost of bending in Eq. 5.3 can be modeled as [174, 103]:

Fbending = Kd

∑
(α,β)

(1− cos(θαβ − θ0
αβ)), (5.48)

where θαβ is the angle between two adjacent triangles α and β as shown in Fig. 5.1(a)

and θ0
αβ is the value of this angle at minimum bending energy configuration. Note

that θ0
αβ depends on the curvature of the nanotube and fineness of the discretization.
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The parameters Kb and Kd are related to the continuum material parameters as

follows [174]:

Y0 =
2√
3
Kb, λ0 = µ0 =

√
3

4
Kb, ν0 =

1

3
, κ0 =

√
3

2
Kd. (5.49)

The simulations were done with LAMMPS package [175, 176]. As will be discussed

later, the simulations were done in isobaric-isothermal (NPT) or canonical (NVT)

ensemble. Temperature and pressure were controlled using Nosé-Hoover type ther-

mostat and barostat [177]. The parameters Kd, Kb, T , the aspect ration L/(2πR)

and number point masses were varied to probe different scaling regimes. The time

steps were chosen to be one tenth of the smallest of the characteristic time scales of

the system:

τT = a

√
m

kBT
, τb =

√
m

Kb

, τd = a0

√
m

Kd

, (5.50)

where m is the mass of each point mass, and τT is characteristic time a point mass

takes to cover one atomic length at thermal velocity, τb is characteristic time of the

spring-mass system, τd is characteristic time of the dihedral bond-mass system. A

simulation generally ran for approximately 1.6x108−109 time steps. For each simula-

tion, the equilibration was checked using autocorrelation time of different parameters

such as radial fluctuations, length of the shell, etc.

First, simulations were done with periodic boundary condition along the axial

direction and the simulation box was allowed to change its size in the axial direc-

tion maintaining zero pressure condition so that the cylindrical shell could fluctuate

freely. From these simulations, the radial displacements were calculated. The Fourier

transform of the correlation function 〈|h̃(qϕ, qz = 0)|2〉 and 〈|h̃(qϕ = 0, qz)|2〉 of radial

displacement are plotted in Fig. 5.4. Fig. 5.4(a) shows the collapse around qth. The

dotted lines for 〈|h̃(qϕ, qz = 0)|2〉 and 〈|h̃(qϕ = 0, qz)|2〉 coincide with each other in

the region q > qel for each parameter set. This is because in this regime the effect of
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anisotropic curvature is negligible in this regime. Furthermore, in this regime, we see

that the correlation function goes as ∼ q−4 when q > qth and ∼ q−3.2 when q < qth.

This is because in the former case the effect of the anharmonic terms are not important

and the system is in the harmonic regime, whereas in the latter case the anharmonic

terms are important and since q > qel we see the exponent −4 + η = −3.2. However,

in the regime q < qel they diverge from each other. To understand this regime better,

scaling collapse around qel is done in Fig. 5.4(b) keeping qel ≤ qth for all simulations.

Again, for q > qel, 〈|h̃(qϕ, qz = 0)|2〉 and 〈|h̃(qϕ = 0, qz)|2〉 coincide with each other

and scale as ∼ q−3.2 because here qel < q < qth. However, for q < qel < qth, we see

new scaling laws. In the ϕ direction the correlation function scales as ∼ q−4
ϕ , whereas

in the z direction the correlation function scales as ∼ q
−1/2
z . These observations can

be justified using the Green’s function in Eq. 5.11 and Table 5.1 in the following way:

〈|h̃(qϕ, qz = 0)|2〉 =
kBT/A

BR
ϕϕϕϕ(q)q4

ϕ

=
kBT/A

κR(q)q4
ϕ

≈ kBT/A

κ0(qel/qth)−ηq4
ϕ

for qϕ < qel < qth,

(5.51a)

〈|h̃(qϕ = 0, qz)|2〉 =
kBT/A

BR
zzzz(q)q4

z +
Y Rϕϕ(q)

R2

≈ kBT/A

Y R
ϕϕ(q)/R2

≈ kBT/A

Y0(qel/qth)ηu(qz/qel)1/2/R2
for qz < qel < qth.

(5.51b)

In total, both panels of Fig. 5.4 can be understood using the following equations:

〈|h̃(qϕ, qz = 0)|2〉 =
kBT/A

BR
ϕϕϕϕ(q)q4

ϕ

≈



kBT/A
κ0q4

ϕ
, qel < qth < qϕ

kBT/A
κ0(qϕ/qth)−ηq4

ϕ
, qel < qϕ < qth

kBT/A
κ0(qel/qth)−ηq4

ϕ
, qϕ < qel < qth

, (5.52a)
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Figure 5.4: Scaling collapse for radial displacement correlation function 〈|h̃(q)|2〉 for
molecular dynamics simulations with zero pressure condition in the axial direction.
(a) Correlation function 〈|h̃(qϕ, qz = 0)|2〉 and 〈|h̃(qϕ = 0, qz)|2〉 collapsed around
qth plotted in dots. For a single parameter set, the same color was used to plot
the correlation function in both ϕ and z direction. The dotted lines of different
colors correspond to different parameter sets. The vertical dashed lines of different
colors show qel/qth corresponding to the dotted curves of same color. The red and
green slanted dashed lines are (qϕ/qth)−3.2 and (qϕ/qth)−4 respectively. (b) Correlation
functions 〈|h̃(qϕ, qz = 0)|2〉 and 〈|h̃(qϕ = 0, qz)|2〉 collapsed around qel plotted in dots.
For a single parameter set, the same color was used to plot the correlation function
in both ϕ and z direction. The vertical dashed lines of different colors show qth/qel
corresponding to the dotted curves of same color. The red, blue and green slanted
dashed lines are (qz/qth)−1/2, (qϕ/qth)−1/2 and (q/qth)−3.2 respectively. In both panels,
the curling up of the tails of the simulation curves corresponds to wave vectors close
to the edge of the first Brillouin zone.

〈|h̃(qϕ = 0, qz)|2〉 =
kBT/A

BR
zzzz(q)q4

z +
Y Rϕϕ(q)

R2

≈


kBT/A
κR(q)q4

z
, qel < qz

kBT/A
Y Rϕϕ(q)/R2 , qz < qel

≈



kBT/A
κ0q4

ϕ
, qel < qth < qz

kBT/A
κ0(qz/qel)−ηq4

z
, qel < qz < qth

kBT/A

Y0(qel/qth)ηu (qz/qel)1/2/R2 , qz < qel < qth

.

(5.52b)
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This confirms the nontrivial scaling of Yϕϕ in the regime q < qel < qth as we predicted

in Section 5.3.2.

To probe the Young’s modulus Yzz in the axial direction, we performed simulations

changing the length of the box in steps and at each step letting the shell equilibrate

under thermal fluctuation. This ensemble is canonical (NVT) since we fixed the

volume of the system at each step. Then, at each value of box length we recorded

the pressure on the box in the axial direction. From that, we extracted the normal

stress in the axial direction σzz (to get the stress from the pressure, we multiply

the pressure with the area of the wall and divide by the perimeter of the nanotube)

and plotted the average value of that as function of strain (defined as the relative

change of length from the size of the box at the minimum energy configuration) for

different values of temperature T in Fig. 5.5(a). Note that in the figure, the strain

at which the average stress is zero is different for different temperatures. This is

because under thermal fluctuation, the shell shrinks (see Eq. 5.8b) in equilibrium (at

zero external stress condition on the average). More importantly, we notice that the

slope of the stress vs. strain curves change with temperature. The slope of the stress

vs. strain curve at zero stress is defined as the Young’s modulus Yzz in the axial

direction. We plotted the normalized Young’s modulus Yzz/Y0, extracted this way, as

function of `el/`th in Fig. 5.5(b) for two different parameter sets. The Young’s moduli

for these two parameter sets decrease with increasing system size meaning that they

renormalize with increasing system size, but only collapse on top of each other when

the horizontal axis is `el/`th in fig. 5.5(b). This implies that Yzz stops renormalize at

the elastic length scale `el confirming Eq. 5.34b. Furthermore, from Fig. 5.5(b), we

see that the Y R
zz scales as ∼ (`el/`th)−0.37 = (`el/`th)−ηu confirming the scaling law in

the regime `th < ` < `el.
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Figure 5.5: Simulation results from NVT simulations fixing the length of the cylin-
drical shell. (a) Stress vs. strain curves for a fixed parameter set γ = 2 × 106,
L/2πR = 2, 2πR/a0 = 48 at different temperatures (the colorbar shows kB/κ0). The
vertical axis of the plot is |σzz|/σ0

c , where σ0
c = 2

√
Y0κ0/R is the critical buckling load

for classical cylindrical shell [178]. The maximum of the curve at each temperature is
the critical buckling load for molecular dynamics, which is smaller than the classical
buckling load σ0

c because of the discrete nature and corresponding non-ideality of our
model. (b) Young’s modulus extracted from the slope of the strain vs. strain curves
(example shown in (a)) at zero stress plotted as a function of `el/`th. The black dots
correspond to the parameter set γ = Y0R

2/κ0 = 1 × 105, L/2πR = 1, 2πR/a0 = 48,
L/`el ≈ 35. The blue dots correspond to the parameter set γ = Y0R

2/κ0 = 2 × 106,
L/2πR = 2, 2πR/a0 = 48, L/`el ≈ 126. The black dashed line shows (`el/`th)−0.37.

5.5 Conclusion

We have studied mechanical properties of thermally fluctuating nanotubes. We have

shown that the presence of length scales `th and `el gives different scaling regimes.

In particular, at scales larger than both `th and `el, we find that the stiffness moduli

become anisotropic. Moreover, in this regime, we obtain new scaling exponents for

the elastic moduli. For `th < `el and scales between these two lengths, however, we

recover the same scaling exponents as in isotropic flat solid membranes.

One immediate extension of this work can be to study the effect of thermal fluctu-

ations on the critical axial buckling load. We see from Fig. 5.5(a), the critical buckling

load initially reduces with increasing temperature (see the bluer curves), but starts

increasing (see the greener curves) as the with temperature at higher temperatures.
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We anticipate that the initial dip is due to thermal activation of energy barrier crossing

to the buckled state, but the later increase is due to renormalization of elastic moduli.

However, deeper investigation is required for better understanding.
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Chapter 6

Conclusion and outlook

Mechanics problems such as designing metamaterials for novel applications, under-

standing the mechanics of biological membranes and tissues, designing micro-scale

origami and kirigami structures for self-foldable micro-robots are hard and requires

multidisciplinary expertise. To that end, in this thesis, we focused on using concepts

and techniques from physics and combining them to existing theories in mechanics to

better understand problems ranging from static boundary value problems to dynam-

ical wave propagation problems to thermal fluctuations of thin shells. In the following

we summarize each of these and discuss possible extensions.

6.1 Elastic multipole method: towards more

complicated geometries

We used concept of induction and method of multipole expansion from electrostatics

to develop an elastic multipole method to describe deformations of infinite elastic

systems with circular holes and inclusions. This method is not only intuitive, but

also gives quantitatively accurate results. We demonstrated that error in the results

obtained with this method decreases exponentially with increasing highest order of
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multipole considered. The agreement between our method and finite element simu-

lations and experiments are also very good. To extend this method to finite elastic

systems with boundaries, we used the concept of image charges from electrostatics.

We demonstrated how images of the elastic multipoles can be obtained for several

different boundary conditions such as flat traction free edge, flat rigid edge, circular

traction free edge, circular rigid edge and circular edge with allowed slippage. Results

obtained with our method are in good agreement with finite element simulations and

experiments.

The elastic multipole method can also be straightforwardly extended to include

defects inside elastic materials by adding their contributions to the Airy stress func-

tions (see Sec. 2.1). Note, however, that the linear elasticity breaks down in the

vicinity of defects, where the displacement fields are singular (see Table 2.2). This

can be remedied via strain gradient elasticity [179, 180, 181]. The elastic multi-

pole method can in principle also be generalized to describe deformations of curved

thin shells with inclusions. The local force balance can still be satisfied by repre-

senting stresses in terms of the Airy stress function [123]. However, in order to find

the Airy stress functions for the monopoles and higher order multipoles, one also

needs to include the bending moment balance equation and appropriately modify

the compatibility conditions by taking into account the Gaussian curvature of the

shell [182, 183, 184].

While the elastic multipole method presented here focused only on linear deforma-

tion, similar concepts can also be useful for describing the post-buckling deformation

of mechanical metamaterials. Previously, it was demonstrated that the buckled

patterns of structures with periodic arrays of holes [128, 185, 27, 186], square

frames [187, 188] and kirigami slits [187] can be qualitatively described with inter-

acting quadrupoles. Furthermore, the approach with elastic quadrupoles has recently

been extended to the nonlinear regime of compressed structures with periodic arrays
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of holes, which can estimate the initial linear deformation, the critical buckling load,

as well as the buckling mode [127]. The accuracy of these results could be further

improved by expanding the induced fields to higher-order multipoles. Thus, the

elastic multipole method has the potential to significantly advance our understanding

of deformation patterns in structures with holes and inclusions.

The analysis for elastic disks in Section 3.2.4 could be directly extended to the

analysis for linear deformation of an elastic annulus with circular holes and inclusion

by constructing an infinite set of image multipoles similarly as was done for the

elastic strip in Section 3.2.2. For structures with other geometries, the first step

is to identify the Airy stress function for the image of disclination, which is directly

related to the Green’s function for biharmonic equation (see Section 3.1). The Green’s

function for a rectangular geometry can be obtained with a Fourier series [1]. The

Green’s function for an infinite elastic wedge with traction-free boundary conditions

was previously obtained by Gregory in Ref. [189]. Interestingly, for a sufficiently small

wedge angle the Airy stress functions exhibit an infinite number of oscillations near

the wedge tip [190, 191, 192, 189]. Once the Airy stress functions for the images of

disclinations are found, then the Airy stress functions for images of all other multipoles

can be obtained by following the procedure outlined in Section 3.1. These results

could then be used to analyze deformations of structures with holes and inclusions,

where external load induces elastic multipoles at the center of holes and inclusions,

which further induce image multipoles to satisfy boundary conditions at the outer

boundaries of these structures. The amplitudes of induced multipoles can then be

obtained from the continuity of tractions and displacements at the boundary of each

hole as described in Section 3.2.1.
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6.2 Symmetry characters of elastic wave eigen-

modes: designing topological metamaterials

Using representation theory we analyzed anti-plane shear wave bands corresponding

to periodic elastic media with different space group symmetry. In particular, we

showed how to find the irreducible representation (irrep) labels at different high

symmetry points in the Brillouin zone. We showed using examples that when there

are multidimensional irreps, there can be degeneracies at that point. Moreover, we

gave examples to show when the some of the symmetries are broken the multidimen-

sional irreps can break into single dimensional irreps, and when that happens the

degeneracies are lifted and directional band gap open up.

Representation labels of bands at high symmetry points in the Brillouin zone

have been shown to be a very good indicator of if the band is topological [161,

162, 163, 193, 194]. Not long ago, using the fact that the space group p6mm has

two independent 2-dimensional irreps at the Γ point of its Brillouin zone, Wu and

Hu [195] engineered a photonic structure, which behave like spin-1/2 Z2 topological

insulator even though photonic system are spin-1 systems. They showed that this

structure can support helical edge states where edge states with opposite angular

momenta travel in opposite one way direction without being scattered. Although

there was debate if these edge modes are stable [196], this discovery has led to several

similar works in the field of phononics [197, 198, 199]. However, not much have

been explored in the realm of the newly discovered topological phases such as fragile

topology [193, 200], higher-order topology [201, 202] where instead of stable edge

modes, one finds corner and hinge modes. One way to detect these topological bands

is through symmetry labels [193, 194]. For example, consider the bands 2 and 3 in

Figs. 6.1(a) and (b) of periodic elastic systems with space group symmetry p6mm.

The symmetry labels for the anti-plane shear wave bands are Γ6 + M3 + M4 + K3
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Figure 6.1: Fragile topology of anti-plane shear wave bands in elastic systems with
space group symmetry p6mm. (a) Trivial system, (b) fragile topological system. In
both panels the band structures along with the eigenfunctions (real parts) and their
symmetry irrep labels are shown on the left. The unit cells are shown inset with
the elastic matrix (shear modulus µ0, density ρ0) shown in dark grey and the holes
shown in white. The radius R to lattice spacing a ratio are R/a = 0.26 for (a) and
R/a = 0.17 for (b). The eigenfrequencies on the y-axis of the band structures are
normalized by 2πc0/a, where c0 =

√
µ0/ρ0 is the velocity of shear wave inside the

elastic matrix. On the right, the flow of non-Abelian Berry phases along a reciprocal
lattice vector are shown for bands 2 + 3 for (a), and 2 + 3 and 1 + 2 + 3 for (b).

in Fig. 6.1(a) whereas are Γ5 + M3 + M4 + K3 in Fig. 6.1(b) (see [203] for the irrep

labels of little groups at high symmetry points of the Brillouin zone of space group

232



Figure 6.2: Corner modes at the boundary of fragile topological systems. (a) shows
the 6-fold rotational symmetric super-cell made with the fragile topological system of
Fig. 6.1(b) inside trivial system of Fig. 6.1(a). (b) shows frequencies of the 6 corner
modes in red and bulk/edge modes in blue. (c) eigenfunctions of the corner modes.
The 6 identical corner modes at the 6 corners of inner system couple together to
break into irreps A2 corresponding to mode 1, E1 corresponding to modes 2A and
2B, E2 corresponding to modes 3A and 3B, and B1 corresponding to mode 4 of point
group C6v (see the character table of C6v Table C.3). Since, 2A and 2B correspond
to 2-dimensional irrep E1, they have the same eigenfrequency. Similarly, 3A and 3B
have the same eigenfrequency because they correspond to 2-dimensional irrep E2.

p6mm). From the supplementary material of article [193], we find that a set of band

with symmetry labels Γ5 + M3 + M4 + K3 must be fragile topological and we find

that a set of band with symmetry labels Γ6 + M3 + M4 + K3 is trivial. The non-

Abelian Berry phases [204, 205] for bands 2 + 3 show winding in case of Fig. 6.1(b)

and no winding in Fig. 6.1(a) showing nontrivial topology in the former case and

trivial topology in the latter case. However, non-Abelian Berry phases for bands
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1 + 2 + 3 of Fig. 6.1(b) shows no winding, meaning that the topology of bands 2 + 3

in Fig. 6.1(b) is fragile. This confirms the prediction just by looking at the symmetry

representation labels at the high symmetry points. In Fig. 6.2, we see that when

a boundary is created between the fragile topological system (Fig. 6.1(b)) and the

trivial system (Fig. 6.1(a)), eigenmodes localized to corners show up in the common

bandgap region ωa/(2πc0) = 0.95− 1.04 of the two systems.

We hope that our work enables researchers in the field of mechanics and elasticity

to use representation theory to design and detect topological phases in phononics and

use them in novel applications.

6.3 Thermalized nanotubes: under external load,

at extreme limits of aspect ratios, and multi-

walled structures

Using renormalization group from statistical field theory we analyzed scale dependent

renormalization of elastic moduli of thermalized nanotubes. Beyond elastic length

which is approximately the geometric mean of radius and effective thickness of the

shell, we found new scaling laws due to presence of the curvature. In particular,

the in-plane elastic moduli become anisotropic with Young’s modulus in the axial

direction becoming a constant whereas Young’s modulus in the azimuthal direction

renormalizing with a new scaling exponent. We confirmed this results with molecular

dynamics simulations. We also found evidence from molecular dynamics that axial

critical buckling load changes nontrivially with changing temperature.

In the future, it will be interesting to study (theoretically and using simulations)

the response of thermalized nanotubes under axial load, axisymmetric pressure and

torsion. In the classical theory of shells, in each of these cases interesting buckling
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instabilities occur. It would be fascinating to investigating thermal fluctuations affect

these instabilities

The theory presented in Chapter 5 is limited to shells with length L to circum-

ference 2πR ratio of order 1. However, shells with L � 2πR or L � 2πR may also

be importance. In both cases, one can, in principle, integrate out the Fourier modes

in the shorter direction and study the effectively 1-dimensional system. In the case

L � 2πR, we expect the shell to behave like a polymer chain [206] and do random

walk when the length is larger than its persistence length. In the case L� 2πR, we

expect the shell to behave like an elastic ring which also does random walk beyond

a persistence length [207] and can show interesting instabilities under axisymmetric

pressure [208].

While the results presented in Chapter 5 are for single-walled nanotubes, similar

studies can also be done with multi-walled nanotubes. Whereas a realistic model with

van der Waals interactions between layers may be too difficult for analytical methods,

a phenomenological elasticity-like model as described in [209] adapted for cylindrical

shells may be more amenable to analytical studies.
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Appendix A

Details of linear finite element

simulations in Chapter 2

Linear analyses in finite element simulations were performed with the commercial

software Ansys® Mechanical, Release 17.2. Geometric models of plates with holes and

inclusions were discretized with 2D eight-node, quadratic elements of type PLANE183

set to the plane stress state option. The material for plates and inclusions was modeled

as a linear isotropic elastic material. To minimize the effect of boundaries for the

comparison with the elastic multipole method, which considers an infinite domain,

we chose a sufficiently large square-shaped domain of size L = 400d, where d is

the diameter of inclusions. To ensure high accuracy, we used a fine mesh with 360

quadratic elements evenly spaced around the circumference of each inclusion. To

keep the total number of elements at a manageable number, the size of the elements

increased at a rate of 2% per element, when moving away from inclusions, up to

the largest elements at the domain boundaries with an edge length of L/200. To

prevent rigid body motions of the whole structure, we fixed the following 3 degrees of

freedom: the displacement vector at the center of the square domain was specified to

be zero (ux(0, 0) = 0, uy(0, 0) = 0); the midpoint of the left edge of the square domain
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was constrained to move only in the x-direction (uy(−L/2, 0) = 0). For consistency

with finite element simulations, we imposed the same set of constraints (ux(0, 0) = 0,

uy(0, 0) = 0, uy(−L/2, 0) = 0) for the elastic multipole method. This was done in two

steps. After obtaining the displacement field (uEMP
x (x, y), uEMP

y (x, y)) with the elastic

multipole method, we first subtracted the displacement (uEMP
x (0, 0), uEMP

y (0, 0)) at

each point

u′
EMP
x (x, y) = uEMP

x (x, y)− uEMP
x (0, 0), (A.1a)

u′
EMP
y (x, y) = uEMP

y (x, y)− uEMP
y (0, 0), (A.1b)

to ensure that the center of the square domain is fixed (u′EMP
x (0, 0) = u′EMP

y (0, 0) =

0). For this updated displacement field, the coordinates of points in the deformed

configuration are x′(x, y) = x+u′EMP
x (x, y) and y′(x, y) = y+u′EMP

y (x, y). To impose

the last constraint (uy(−L/2, 0) = 0), this new deformed configuration was then

rotated anticlockwise by the angle θ = tan−1(u′EMP
y (−L/2, 0)/[L/2−u′EMP

x (−L/2, 0)])

around the origin of the coordinate system as

x′′(x, y) = x′(x, y) cos θ − y′(x, y) sin θ ≡ x+ u′′
EMP
x (x, y), (A.2a)

y′′(x, y) = x′(x, y) sin θ + y′(x, y) cos θ ≡ y + u′′
EMP
y (x, y). (A.2b)

The set of displacement fields u′′EMP
x (x, y) and u′′EMP

y (x, y) was then used for compar-

ison with finite element simulations.
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Appendix B

Additional details of linear finite

element simulations and

experiments in Chapter 3

B.1 Linear finite element simulations

Linear analyses in finite element simulations were performed with the commercial soft-

ware Ansys® Mechanical Release 17.2. Geometric models of 2D plates with holes and

inclusions were discretized with 2D eight-node, quadratic elements of type PLANE183

set to the plane stress option. The material for plates and inclusions was modeled as

a linear isotropic elastic material. To ensure high accuracy, we used a fine mesh with

360 quadratic elements evenly spaced around the circumference of each hole and each

inclusion, and elements of similar sizes were also used inside the inclusions. To keep

the number of elements at a manageable level, the size of elements was allowed to

increase at a rate of approximately 2% per element, when moving away from inclu-

sions.
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For the simulation of a single hole with radius R embedded in a compressed plate

near a traction-free edge in Fig. 3.4, we used a sufficiently large rectangular domain

of size L × w with length L = 800R and width w = 400R to minimize the effect of

boundaries far away from the hole. Along the left and right boundaries, we prescribed

tractions σxx(±L/2, y) = σext
xx and σxy(±L/2, y) = 0, and along the top and bottom

boundaries, we prescribed tractions σxy(x,±w/2) = σyy(x,±w/2) = 0. To prevent

rigid body motions of the structure, the midpoints of the left and right edges of

the domain were constrained to move only in the x-direction (uy(±L/2, 0) = 0),

while the midpoint of the bottom edge of the domain was fixed in the x-direction

(ux(0,−w/2) = 0).

For comparison with the experiment of the sample with one hole near a

traction-free edge in Fig. 3.6 we simulated a plate of length L = 100 mm and

width w = 100 mm. To mimic experimental conditions, the plate was compressed

by prescribing a uniform horizontal displacement on the left and right surfaces

(ux(±L/2, y) = ±L/2εext
xx ), while allowing the nodes on these surfaces to move

freely in the y-direction (σxy(±L/2, y) = 0). The top and bottom boundaries were

traction-free (σxy(x,±w/2) = σyy(x,±w/2) = 0). The midpoints of the left and right

edges were again constrained (uy(±L/2, 0) = 0) to prevent rigid body translation in

the y-direction.

For the simulation of elastic strips of length L = 100 mm and width w in

Figs. 3.8 and 3.10 we used a uniform external pressure load at the two ends of

the strip (σxx(±L/2, y) = σext
xx , σxy(±L/2, y) = 0), while the other boundaries were

traction-free (σxy(x,±w/2) = σyy(x,±w/2) = 0). To prevent rigid body motions

of the strip we restricted 3 degrees of freedom (ux(0,−w/2) = 0, uy(0,−w/2) = 0,

ux(0,+w/2) = 0).

For the simulation of a single hole with radius R located near a straight rigid edge

in Fig. 3.12, we used a domain of length L = 800R and width w = 400R. Points on
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the top boundary of the domain were fixed (ux(x,+w/2) = uy(x,+w/2) = 0) and

the sample was compressed by applying uniform displacement in the y-direction on

the bottom boundary of the plate (uy(x,−w/2) = wεext
yy , σxy(x,−w/2) = 0). Points

on the left and right boundaries were constrained to move only in the y-direction

(ux(±L/2, y) = 0 and σxy(±L/2, y) = 0).

For the simulations of elastic disks with radius R in Figs. 3.14 and 3.16 we

considered three different boundary conditions: hydrostatic (σout
tot,rr(r = R,ϕ) = σext

rr ,

σout
tot,rϕ(r = R,ϕ) = 0), no-slip (uout

tot,r(r = R,ϕ) = uext
r , uout

tot,ϕ(r = R,ϕ) = 0), and slip

(uout
tot,r(r = R,ϕ) = uext

r , σout
tot,rϕ(r = R,ϕ) = 0). To prevent the rigid-body motions

of elastic discs with holes, we fixed 3 degrees of freedom for the hydrostatic load

(ux(x = 0, y = 0) = uy(x = 0, y = 0) = ux(x = 0, y = R) = 0) and 1 degree of

freedom for the slip boundary condition (ux(x = 0, y = R) = 0). No additional

constraints were needed for the no-slip boundary condition.

B.2 Experimental Methods

Experimental samples were prepared by casting Elite Double 32 (Zhermack) elas-

tomers with a measured Young’s modulus E0 = 0.97 MPa and assumed Poisson’s

ratio ν = 0.49 [28]. Molds were fabricated from 5 mm thick acrylic plates with laser

cut circular holes, which were then filled with acrylic cylinders in the assembled molds

to create cylindrical holes in elastomer samples. Approximately 30 min after casting,

molds were disassembled and solid samples were placed in a convection oven at 40 ◦C

for 12 hours for further curing. The cylindrical inclusions made from acrylic (Young’s

modulus E = 2.9 GPa, Poisson’s ratio ν = 0.37 [130]) were inserted into the holes in

elastomer samples and glued by a cyanoacrylate adhesive where required.

We designed a custom testing system for extracting the contours of deformed

holes and inclusions in compressed experimental samples. The system comprises a
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(a) (b)

glued

Figure B.1: Experimental systems for displacement controlled (a) tensile and (b)
compressive tests for thin strips with holes and inclusions. The mechanism sits on a
scanning device, which is used to extract the contours of deformed holes and inclu-
sions. The two ends of the strip were glued to the aluminum plates (see the zoomed-in
photo in (a)) to prevent bending due to the asymmetric position of holes/inclusion
for both tensile and compressive loading. F-clamps were used to apply the tensile
load to the elastic strip in (a). A 3D printed plastic wrench was used to precisely
control the screw turns to achieve the desired compression in (b).

custom-made loading mechanism and a flatbed photo scanner (see Fig. B.1). For the

experiment in Section 3.2.1, the sample was placed between aluminum plates and

silicone oil was applied to reduce friction. Compressive displacement loading was

applied incrementally in 1/3 mm steps via 120◦ turns of the M10x1 screw (metric

thread with 10 mm diameter and 1 mm pitch) in the mechanism controlled by a

3D printed plastic wrench (see Fig. B.1b). For the experiments with elastic strips

in Section 3.2.2, samples were glued to aluminum plates to prevent bending due to

the asymmetric position of holes/inclusions (see Fig. B.1a). Compressive loading was

applied as described above. For the tensile displacement loading, we again turned the

M10x1 screw in increments of 1/3 mm. The outward movement of the screw created

a gap between the screw and the wooden block, which was then closed by applying

compression with F-style clamps (see Fig. B.1a).

The loading mechanism was placed on an Epson V550 photo scanner to scan the

surface of deformed samples and silicone oil was applied between the sample and the

glass surface of the scanner to reduce friction between them. Scanned images were

post-processed with the Corel PHOTO-PAINT X8 and Image Processing Toolbox in
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MATLAB 2018b. First, the dust particles and air-bubbles trapped in a thin silicone oil

film were digitally removed from scanned images. Scanned grayscale images were then

converted to black and white binary images from which the contours were extracted

with MATLAB. Note that when samples were mounted in the loading mechanism they

could be slightly compressed even before we start turning the screw to apply additional

loads. To identify the value of this offset, we fitted contours of holes/inclusions/edges

for each sample in experiments to those obtained with finite elements at a specific

wrench position (usually, at the third increment, i.e. ∼ 1.0 mm displacement). This

offset was then used when we compared experiments to the multipole method and

simulations at a different value of the applied load.

We designed another testing system for capturing the displacement and strain

fields in compressed samples via digital image correlation (DIC) technique (see Fig. 9b

in Ref. [49]). Black and white speckle patterns were sprayed onto the surface of

samples with slow-drying acrylic paint to prevent the pattern from hardening too

quickly, which could lead to delamination under applied compressive loads. Using a

Zwick Z050 universal material testing machine, we applied a compressive displacement

in 0.2 mm increments, where again a silicone oil was applied between the steel plates

and the elastomer samples to prevent sticking and to reduce friction. A Nikon D5600

photo camera was used at each step to take a snapshot of the compressed sample.

These photos were then used to calculate the displacements and strains fields via

Ncorr, an open-source 2D DIC MATLAB based software. [131]
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Appendix C

Additional definitions, theorems

and results required for Chapter 4

C.1 Definitions and results from group theory

This section is based on books such as [67, 68, 70].

A group is a set G with a binary operation, called product, such that (i) product

of any two elements A,B ∈ G their product AB is also in G, (ii) the product is

associative, i.e., for any three elements A,B,C ∈ G, A(BC) = (AB)C, (iii) there

exists a unique identity E ∈ G such that for any element A ∈ G, AE = EA = A, (iv)

for any element A ∈ G, there exists a unique element A−1 ∈ E, called the inverse of

A, such that AA−1 = A−1A = E.

It is clear from the above definition that all that is needed to define a group is

to write down the multiplication table. An example of such a group multiplication

table is given in Table C.1. This group is called the C6v group. The name represent

a crystallographic group and comes from the action of the group on Euclidean space.

The nomenclature of crystallographic groups will be discussed in the next section.

The number of elements in a group G is called the order of the group |G|. The C6v
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group is of order 12. A little inspection shows that all the elements of this group

as well as the whole multiplication table can be obtained from the relations that

P 6
1 = E, P 2

6 = E and P6P1 = P 5
1P6. The other can be generated from P1 and P6 in

the following manner: P2 = P 2
1 , P3 = P 3

1 , P4 = P 4
1 , P5 = P 5

1 , P7 = P1P6, P8 = P 2
1P6,

P9 = P 3
1P6, P10 = P 4

1P6 and P11 = P 5
1P6. In this case, P1 and P6 are called the

generators of the group, and the three above mentioned relations are called defining

relations. One can check that for the C6v group, the product is not commutative,

Table C.1: Multiplication table of the C6v group
E P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11

E E P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11

P1 P1 P2 P3 P4 P5 E P7 P8 P9 P10 P11 P6

P2 P2 P3 P4 P5 E P1 P8 P9 P10 P11 P6 P7

P3 P3 P4 P5 E P1 P2 P9 P10 P11 P6 P7 P8

P4 P4 P5 E P1 P2 P3 P10 P11 P6 P7 P8 P9

P5 P5 E P1 P2 P3 P4 P11 P6 P7 P8 P9 P10

P6 P6 P11 P10 P9 P8 P7 E P5 P4 P3 P2 P1

P7 P7 P6 P11 P10 P9 P8 P1 E P5 P4 P3 P2

P8 P8 P7 P6 P11 P10 P9 P2 P1 E P5 P4 P3

P9 P9 P8 P7 P6 P11 P10 P3 P2 P1 E P5 P4

P10 P10 P9 P8 P7 P6 P11 P4 P3 P2 P1 E P5

P11 P11 P10 P9 P8 P7 P6 P5 P4 P3 P2 P1 E

e.g. P1P6 6= P6P1. In general, the product is not commutative. However, if for all

A,B ∈ G, AB = BA, G is called an Abelian group. An example of Abelian group is

the set of integers Z with the binary operation being addition. The identity is 0 and

inverse of any element a ∈ Z is −a.

In a finite group G, when any element A ∈ G is multiplied enough number of

times to itself, the identity element E should be obtained because otherwise the

group cannot be finite. For any element A in a finite group G, the smallest positive

integer n for which An = E is called order of element A. In the case of the C6v

group (Tab. C.1), it can be seen that the order of each element is 6, except E and

P2, which have order 1 and 2 respectively. If a subset Gs of a group G itself forms a
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group, the subset Gs is called subgroup of G. The subgroups of the C6v group are: (i)

the group itself, (ii) C6 = {E,P1, P2, P3, P4, P5}, (iii) C3v(1) = {E,P2, P4, P6, P8, P10},

(iv) C3v(2) = {E,P2, P4, P7, P9, P11}, (v) C2v = {E,P3, P6, P9}, (vi) C3 = {E,P2, P4},

(vii) C2 = {E,P3}, (viii) Cs(1) = {E,P6} (or {E,P8} or {E,P10}), (ix) Cs(2) =

{E,P7} (or {E,P9} or {E,P11}) and (x) {E}. Clearly, for any group, the subset

containing only the identity element and the group itself are subgroups of the group.

These are called improper subgroups, the other subgroups of a group are called proper

subgroups. The C6v group has 8 proper subgroups. It is interesting to note that in

each of the subgroups (ii), (vi), (vii), (viii) and (ix), there is one element (P1, P2, P3,

P6 and P9, respectively) whose powers generate all other terms in that subgroup. For

example, in subgroup (ii), P2 = P 2
1 , P3 = P 3

1 , P4 = P 4
1 , P5 = P 5

1 and E = P 6
4 . Such

a set of elements {E,A, . . . , An−1}, where A ∈ G and n is order of the element A, is

called the period of A. Note that the period of any element A ∈ G form an Abelian

subgroup of G.

Two elements A and B of a group G are called conjugate of each other if there

exists another element C ∈ G such that A = CBC−1. For example, in the C6v group

P1 and P5 are conjugate of each other because P5 = P6P1P
−1
6 . Let two elements A

and B of a group G are conjugate of each other, i.e., there exists X1 ∈ G such that

A = X1BX
−1
1 . Moreover, B and C (∈ G) are also conjugate of each other, i.e., there

exists X2 ∈ G such that B = X2CX
−1
2 . Then, A = X1BX

−1
1 = X1X2CX

−1
2 X−1

1 =

(X1X2)C(X1X2)−1. This implies that A and C are also conjugate of each other since

X1X2 is also an element of G. This means that conjugacy is a transitive relation.

A conjugacy class is the set of all elements that can be obtained from one element

of the group by conjugation. Then, due to transitivity of conjugacy, all elements of

the same class are conjugate of each other and elements from different classes cannot

be conjugate of one another. Moreover, the set containing only the identity element

is a class for any Group. In the example of C6v group, the conjugacy classes are
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C1 = {E}, C2 = {P3}, C3 = {P1, P5} (P5 = P6P1P
−1
6 ), C4 = {P2, P4} (P4 = P6P2P

−1
6 ),

C5 = {P6, P8, P10} (P8 = P1P6P
−1
1 and P10 = P5P6P

−1
5 ) and C6 = {P7, P9, P11}

(P9 = P1P7P
−1
1 and P11 = P5P7P

−1
5 ). An interesting property of the elements of a

class is that they all have the same order. It is worth noting that in an Abelian group,

each element is in a conjugacy class by itself, i.e., the number of conjugacy classes is

equal to the number of elements in an Abelian group.

If Gs is a subgroup of group G, for any element A ∈ G, the subset GsA is

called right coset of Gs, where GsA consists of the elements of Gs multiplied by A

from the right. Similarly, one can multiply A from the left and get a subset AGs,

which is called left coset of Gs. Note that a coset (left or right) is in general not

a subgroup. Some important properties of the right cosets are listed below. (i)

If B is an element of GsA, GsB = GsA. This is because B can be written as

B = XA for some element X ∈ Gs. Then, for any element CA ∈ GsA (C ∈ Gs),

CA = CX−1XA = CX−1B implying GsA ⊂ GsB since CX−1 ∈ Gs. Also, for any

element CB ∈ GsB (C ∈ Gs), CB = CXX−1B = CXA implying GsB ⊂ GsA

since CX ∈ Gs. Together, they imply GsB = GsA. (ii) All cosets of GsA have

same number of elements as Gs. (iii) Any element A of G is in some coset of

GS. The proof is simple. Since the identity E ∈ Gs, A = EA ∈ GsA. (iv)

Any two right cosets of a subgroup Gs are either equal or they have no element

in common. We prove this by contradiction. Let there be two cosets GsB and GsA

with 0 < |GsB ∩GsA| < |Gs| (recall that for a group G, |G| is the order of G or the

number of elements in the group). Let C be an element of GsB ∩GsA. Then it can

be written as C = X1A = X2B for some elements X1, X2 ∈ Gs. Then any element

P ∈ GsA can be written as P = (PA−1)A = (PA−1X−1
1 )X1A = (PA−1X−1

1 )X2B =

(PA−1X−1
1 X2)B ∈ GsB since by definition PA−1, PA−1X−1

1 , PA−1X−1
1 X2 ∈ Gs.

This implies GsA ⊂ GsB. Also any element Q ∈ GsB can be written as Q =

(QB−1)B = (QB−1X−1
2 )X2B = (QB−1X−1

2 )X1A = (QB−1X−1
2 X1)A ∈ GsA since by
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definition QB−1, QB−1X−1
2 , QB−1X−1

2 X1 ∈ Gs. This implies GsB ⊂ GsA. Together

they imply GsA = GsB meaning |GsB∩GsA| = |GsA| = |GsB| = |Gs| which contra-

dicts the our assumption 0 < |GsB ∩GsA| < |Gs|. (v) Let there be n distinct cosets

of Gs. This means that the group G is union of the all the distinct cosets of Gs. Then

from the above properties |G| = n|Gs|. This implies that the order of a subgroup is

a divisor of the order of the group. The number n is called the index of Gs in G.

All these properties are also true for left cosets. In our example of C6v, clearly, the

order of C6 is 6 a divisor of 12, the order of group C6v with index 2. Therefore, there

are two distinct right cosets of C6, C6E and C6P6. The coset decomposition of C6v

is C6v = C6E + C6P6. Note that the distinct left and right cosets of C6 are equal;

EC6 = C6E and P6C6 = C6P6. A subgroup N of group G for which AN = NA for

any A ∈ G is called a normal subgroup. In other words, if N is a subgroup of G such

that N = ANA−1 for any A ∈ G, i.e., for any N ∈ N and A ∈ G, ANA−1 ∈ N , N

is a normal subgroup of G. It can be seen immediately that any subgroup of index 2

is a normal subgroup. Therefore, C6, C3v(1) and C3v(2) are all normal subgroups of

C6v. Direct inspection shows that C3 and C2 are also normal subgroups of C6v. It is

interesting to note that the set of all right (or left, which are the same as the right

ones) cosets of a normal subgroup N of a group G forms a group. To see this, let there

be elements N1 ∈ NA and N2 ∈ NB. By definition, N1A
−1, A−1N1, N2B

−1, B−1N2 ∈

N . Then, N1N2 = N1A
−1AN2B

−1B = (N1A
−1N3)AB ∈ NAB, where N3 =

AN2B
−1A−1 ∈ N . Hence, if we define (NA)(NB) to be the set consisting of

elements N1N2 for all elements N1 ∈ NA and N2 ∈ NB, then (NA)(NB) ⊂ NAB.

Conversely, for any element N ∈ NAB, since N(AB)−1 ∈ N , N = N(AB)−1AB =

(EA)((A−1N(AB)−1A)B) ∈ (NA)(NB). This is because EA ∈ (NA), and since

N(AB)−1 ∈ N , (A−1N(AB)−1A) ∈ N implying ((A−1N(AB)−1A)B) ∈ (NB).

(i) Therefore, we can define the product on the set of cosets in the following way:

(NA)(NB) = NAB, which is also a coset of N . (ii) The associative property holds
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because it holds for the elements of G. (iii) The identity is the normal subgroup N

itself since (NA)N = N (NA) = NA. (iv) The inverse of a coset NA (A ∈ G) is

NA−1, since (NA)(NA−1) = NAA−1 = NE = N . This group is called the quotient

group of N and denoted by G/N . For example, the quotient group of C3 in C6v is

C6v/C3 = {C3, C3P1, C3P6, C3P7} with the multiplication table shown in Table C.2.

This is exactly like the multiplication table of the subgroup C2v with the identifica-

Table C.2: Multiplication table of the quotient group C6v/C3

C3 C3P1 C3P6 C3P7

C3 C3 C3P1 C3P6 C3P7

C3P1 C3P1 C3 C3P7 C3P6

C3P6 C3P6 C3P7 C3 C3P1

C3P7 C3P7 C3P6 C3P1 C3

tion that C3, C3P1, C3P6 and C3P7 corresponding to E, P3, P6 and P9 respectively

(one can read of the multiplication table of C2v from the Table C.1 by just taking

the appropriate rows and columns). To make the similarity between C2v and C6v/C3

concrete we nee the concept of homomorphism and isomorphism which we discuss in

the next paragraph.

A homomorphism is a mapping f from a group G1 to another group G2 such

that for any two elements A,B ∈ G1, f(G1)f(G2) = f(G1G2). In other words,

a homomorphism is a mapping from one group to another such that the product is

preserved. When this mapping is bijective (one-one and onto), it is called isomorphism

and the two groups are said to isomorphic to each other. Therefore, if we define the

mapping f : C6v/C3 → C6v such that f(C3) = E, f(C3P1) = P3, f(C3P6) = P6 and

f(C3P7) = P9, it is clearly a homomorphism. However, if we restrict the mapping to

f : C6v/C3 → C2v, it is an isomorphism because it is one-one and onto. We write

C6v/C3
∼= C2v to show that these two groups are isomorphic. Intuitively, the group C6v

can be obtained by “multiplying” all the elements of C3 and C2v. The corresponding

concept is that of semi-direct product. If G1 and G2 are two subgroups of group G

248



such that (i) AG1 = G1A for any A ∈ G2, (ii) any element C ∈ G can expressed

as C = BA with B ∈ G1 and A ∈ G2 and (iii) G1 ∩ G2 = {E}, then G is called

the semi-direct product of G1 and G2 and is written as G = G1 ∧ G2. Note that

by definition G1 is a normal subgroup of G in this case. An example of semi-direct

product is C6v = C3 ∧ C2v.

Another kind of product between groups that will be important later in this article

is outer direct product. Let G be a group with subgroups H and K such that (i)

H∩K = {E}, (ii) for any A ∈ H and B ∈ K, AB = BA and (iii) any element C ∈ G

can be written uniquely as product C = AB such that A ∈ H and B ∈ K. Then G

is called outer direct product of H and K, and is denoted as G = H ⊗K. Clearly,

H and K are normal subgroups of G. Furthermore, let there be conjugacy classes

CH and CK of subgroups H and K. Let us consider the set CHK of all elements AcBc

such that Ac ∈ CH and Bc ∈ CK . Then conjugation with any element C ∈ G on AcBc

gives CAcBcC
−1 = (AB)AcBc(AB)−1 = ABAcBcB

−1A−1 = AAc(BBcB
−1)A−1 =

(AAcA
−1)(BBcB

−1) where C = AB with A ∈ H and B ∈ K. Since Ac is in conjugacy

class CH , so is (AAcA
−1) by definition. Similarly, (BBcB

−1) ∈ CK . Therefore, the set

CHK is invariant under conjugacy operation with any element of G; in other words

CHK is a conjugacy class of G. It is easy to see from this that the number of classes

in G is product of the number of classes in H and K.

This introduction to group theory is no way complete. However, here we restrict

ourselves to only the definitions that we need. A more thorough description of group

theory can be found in [68, 67, 140].

C.1.1 Point groups

This introduction to group theory is no way complete. However, here we restrict

ourselves to only the definitions that we need. A more thorough description of group
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theory can be found in [68, 67, 140] With this introduction to groups, in the next two

subsections we describe how spatial symmetries form groups.

Point Group

A point group is a group of symmetry operations that act on Euclidean space keeping

a point (let us call that point O) in the n dimensional Euclidean space fixed and

preserving all angles and distances. Let there be two points with position vectors x1

and x2 measured from point O with lengths |x1| and |x2| respectively and the angle

between them be θ. Then, the inner product of these vectors is x1 ·x2 = |x1||x2| cos θ

which depends only on the lengths of the two vectors and the angle between them. Let

the symmetry be R. Under the action of the symmetry operation the two vectors will

transform to y1 = Rx1 and y2 = Rx2, where R is an n×n matrix. Since all distances

and angles are preserved under the operation, y1 · y2 = Rx1 ·Rx2 = x1 ·RTRx2 =

x1 · x2. This implies that RTR = 1, or R is an orthogonal matrix. This means that

group all possible symmetry operation which keep a point O fixed is isomorphic to

the group of orthogonal matrices O(n). Among these symmetry operations, the ones

with determinant +1 are called proper rotations and the ones with determinant −1

are called improper rotations. If only all possible proper rotations are symmetries,

the group is isomorphic to SO(n) (special orthogonal group). In odd dimensional

Euclidean spaces, inversion operation I (which transforms any position vector x to

−x) has determinant−1. Thus, in 3 dimensions the set of all proper rotations (SO(3))

along with their products with inversion make the group of all rotations (O(3)). It is

interesting to note that in 2 dimensions, inversion is equivalent to rotation by an angle

π meaning that inversion operation has determinant +1 in 2D. However, a reflection

has determinant of −1. Therefore, in 2D, the group of all rotations consists of all

proper rotation and their product with a reflection. In 2D, every subgroup of the

group of all rotations O(2) is a point group. An example of a point group is shown in
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Fig. C.1. The hexagon shown in the figure has six fold rotation symmetry about its

Figure C.1: Action of the elements of the group C6v on a hexagon with labeled vertices.
(a) is the identity element E which keeps the vertices at their original position. The
axes x and y are shown for future reference. (b)-(f) show the transformation of
the hexagon under rotation C6 by multiples of 2π/6 around its center. (g) shows the
reflection around the horizontal mirror passing through the center shown in red dashed
line. (h)-(l) show the composition of the reflection followed by rotations mentioned
above. The elements in (g), (i) and (k) are equivalent to mirrors which cut two
opposite sides of the hexagon shown with red dashed lines. These three elements
form a conjugacy class of C6v. The elements in (h), (j) and (l) are equivalent to
mirrors which passes two opposite vertices of the hexagon shown with blue dashed
lines. These three elements form a conjugacy class of C6v.

center O. Therefore, rotations of π/3, 2π/3, π, 4π/3 and 5π/3 about the z axis (out-

of-plane direction) are (Fig. C.1(b)-(f)) all symmetries of the hexagon. Moreover,

a reflection about the x − z plane is also a symmetry (Fig. C.1(g)). Therefore, a

reflection about x− z plane followed by any of the above mentioned rotation is also

a symmetry (Fig. C.1(h)-(l)). Note that such composite operation is equivalent to

a reflection about a different plane. For example, a reflection about x − z plane

followed by a rotation of π/3 about the z axis is equivalent to a reflection about a

plane containing the z axis and the dashed line shown in Fig. C.1(h). A rotation of

2π/n is denoted by Cn in Schoenflies notation and by n in international notation. In

our example, the rotations are C6, C2
6 = C3, C3

6 = C2, C4
6 = C2

3 and C5
6 . A vertical

reflection plane is denoted by σv and m in Schoenflies and international notation
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respectively. Clearly, if we identify C6 with P1 and the reflection about x − z plane

with P6, this point group shown in Fig. C.1 is the same as the group in Table C.1.

Now the name of the group is clear. Since the group is generated by C6 rotation and

reflection about vertical mirror plane x−z, it is called C6v in Schoenflies notation. In

international notation, this group is called 6mm because there are two inequivalent

sets of 3 mirrors which are π/3 rotated from each other (shown in blue and red dashed

lines in Fig. C.1(g)-(l)).

There are infinitely many point groups in 3 dimensions. However, only finite

number of them are compatible with discrete translational symmetry of a crystal. In

fact, the only point group operations that are compatible with discrete translational

symmetry are 1, 2, 3, 4 and 6 fold rotations, inversion and reflection about a plane [56,

68]. This means that in 2D, the points groups are either just Cn or Cnv = Cn + σvCn

with n = 1, 2, 3, 4 or 6 (note that Cn can mean rotation by an angle 2π/n or the group

{E,Cn, C2
n, . . . , C

n−1
n }, in this case we mean the second one); therefore there are 10

2D point groups compatible with discrete translational symmetry. These are called

crystallographic point groups. There are 32 crystallographic point groups in 3D [68].

In the rest of the text we restrict ourselves to 2D systems.

C.2 Definitions and results from group represen-

tations

Having introduced group theory and specified the groups that we are interested in,

now we are at a place to describe the action of groups on a vector space. Let there be

a finite dimensional vector space V over the complex field. The set of all nonsingular

linear operators on V forms a group called general linear group GL(V ). A represen-

tation of a group G is a homomorphism ρ from a group to the group of nonsingular

linear operators GL(V ) on a finite dimensional vector space V . Since ρ is homomor-
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phism, for any two elements A,B ∈ G, ρ(A)ρ(B) = ρ(AB) meaning that for any

vector v ∈ V , ρ(A)(ρ(B)v) = ρ(AB)v. Moreover, ρ(E)v = v where E is the identity

element of G, and ρ(A)−1v = ρ(A−1)v for any A ∈ G and v ∈ V . Now, let a basis

of the d dimensional vector space V be Vb = {v1,v2, . . . ,vd}. Then, for any element

A ∈ G, since ρ(A)vi ∈ V , it can be written as a linear combination of all the vectors

in the basis

ρ(A)vi = vjΓρ(A)ji, (C.1)

where Γρ(A)ji is the coefficient of vj and obviously depends on the group element

A. Note that sum over repeated index j is implied. We say that the square matrix

Γρ(A) of dimension d × d is the matrix representing A in the basis Vb. Since for

any A ∈ G, Γρ(A) = Γρ(AE) = Γρ(A)Γρ(E), Γρ(E) = 1 the identity matrix of

dimensionality d. Moreover, 1 = Γρ(E) = Γρ(AA
−1) = Γρ(A)Γρ(A

−1) implies that

Γρ(A
−1) = Γρ(A)−1. It is not hard to realize that the set of all distinct matrices

Γρ(G) form a group ∆. Moreover, the mapping Γρ : G→ ∆ is a homomorphism. Let

us take the example of C6v. Let the position vectors of points i be ai for i = 1, . . . , 6

where the origin is O in Fig. C.1. We take our vector space to be the plane of the

hexagon. The dimension of the vector space is d = 2, and let us choose the basis

to be {a1, a2}. The other position vectors can be written in terms of the basis as

follows: a3 = a2 − a1, a4 = −a1, a5 = −a2 and a6 = a1 − a2. The representation ρ

of the two generators P1 and P6 of C6v are anticlockwise rotation by angle π/3 about

O and reflection about the horizontal line passing through O respectively. Therefore

ρ(P1)a1 = a2, ρ(P1)a2 = a3 = a2 − a1, ρ(P6)a1 = a2 and ρ(P6)a2 = a1. Hence the

matrices representing these two group elements in the aforementioned basis are then

Γρ(P1) =

0 −1

1 1

 , Γρ(P6) =

0 1

1 0

 . (C.2)
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A mirror reflection about the horizontal axis (P6) followed by an anticlockwise rotation

of π/3 (P1) gives ρ(P1P6)a1 = a3 = a2 − a1 and ρ(P1P6)a2 = a2 implying

Γρ(P1P6) =

−1 0

1 1

 = Γρ(P1)Γρ(P6) (C.3)

showing the homomorphism explicitly. Note that the representative matrices are in

general not unitary (orthogonal in the case of real matrices). They are only unitary

if we choose the basis functions to be orthogonal and restrict them to have the same

norm. Now, if we choose a different basis V ′b = {v′1,v′2, . . .v′d} which is related to Vb

by the following relation

v′i = vkSki, (C.4)

the action of any group element A ∈ G on these new basis vectors are

ρ(A)v′i = ρ(A)(vkSki) = (ρ(A)vk)Ski = vjΓρ(A)jkSki = v′lS
−1
lk Γρ(A)jkSki. (C.5)

We say that the set of representative matrices ∆ and S−1∆S are equivalent and the

transformation ∆→ S−1∆S an equivalence transformation. In the above example, if

we choose a′1 = a1 and a′2 = (2a2 − a1)/
√

3, then,

S =

1 − 1√
3

0 2√
3

 , S−1Γ(P1)S =

 1
2
−
√

3
2

√
3

2
1
2

 , S−1Γ(P6)S =

 1
2

√
3

2
√

3
2
−1

2

 . (C.6)

Note that with the new choice of basis vectors, both representative matrices have

become unitary (orthogonal) because the new basis is orthonormal. It is noted that

every matrix representation can be brought to unitary representation by a change of

basis, and every matrix group is equivalent to a unitary matrix group. The char-

acter of a matrix group ∆ is a function χ : ∆ → C, such that for any element
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R ∈ ∆, χ(R) = tr(R), where tr(R) is the trace of the matrix R. Clearly, under

equivalence transformation ∆→ S−1∆S, the characters remain invariant. Moreover,

if two group elements A and B in group G are in the same conjugacy class (i.e.

there exists a C ∈ G such that A = CBC−1), their matrix representatives in any

basis under representation ρ are equal since χρ(A) ≡ tr(Γρ(A)) = tr(Γρ(CBC
−1)) =

tr(Γρ(C)Γρ(B)Γρ(C
−1)) = tr(Γρ(B)) ≡ χρ(B). In the example of representations ρ of

group C6v to the group of nonsingular linear operators on the 2 dimensional Euclidean

space, the characters of different elements of C6v are χρ(E) = 2, χρ(P1) = χρ(P5) = 1,

χρ(P2) = χρ(P4) = −1, , χρ(P3) = −2, χρ(P6) = χρ(P8) = χρ(P10) = 0 and χρ(P7) =

χρ(P9) = χρ(P11) = 0. Since, for any A ∈ G, χρ(A
−1) = tr(Γρ(A

−1)) = tr(Γρ(A)−1) =

tr(SΓρ(A)−1S−1) = tr((S−1Γρ(A)S)−1) for any nonsingular matrix S and we can

always choose S such that S−1Γρ(A)S becomes unitary, then with such a choice

of S, χρ(A
−1) = tr((S−1Γρ(A)S)−1) = tr((S−1Γρ(A)S)†) = tr(S†Γρ(A)†(S−1)†) =

tr(S†Γρ(A)†(S†)−1) = tr(Γρ(A)†) = tr(Γρ(A))∗ = χρ(A)∗ where † stands for Hermitian

conjugate operation and ∗ stands for complex conjugation. This can be seen from our

example of the representation of C6v: χρ(P
−1
1 ) = χρ(P5) = 1 = χρ(P1) = (χρ(P1))∗.

If there is a subspace U of the vector space V such that for a representation

ρ of a group G and any vector u ∈ U , ρ(A)u ∈ U for all A ∈ G, U is called

an invariant subspace of V under representation ρ of group G. In this case, the

representation ρ is said to be reducible. If there are no invariant proper subspace of V

under representation ρ of G, ρ is called irreducible representation of G. In this case the

dimension of the vector space V is called the dimension of the representation ρ. In the

example of representation of C6v, since rotation of angle π/3 brings one basis vector

(a1) to the other (a2), there is no invariant proper subspace of the 2 dimensional

Euclidean space. Therefore, the representation ρ in this case is irreducible with

dimenion 2. However, if we take the representation of the subgroup C2 of group C6v,

the transformations of the basis functions a1 and a2 under P3 (rotation by angle π)
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are ρ′(P3)a1 = −a1 and ρ′(P3)a2 = −a2. Therefore, the one dimensional subspaces

{c a1| c ∈ R} and {c a2| c ∈ R} are invariant under the representation ρ′ of group C2.

Therefore, the representation ρ′ is reducible.

Next we state some important theorems without giving proofs. The interested

reader can consult any book on group theory ([67]) for the proofs. (1)Schur’s first

lemma: A representation ρ of a group G is irreducible if and only if the only matrices

that commute with all matrices Γρ(A) (A ∈ G) are constant multiples of the identity

matrix. (2)Schur’s first lemma: If there exist two irreducible representations ρ and

ρ′ of G such that Γρ(A)S = SΓρ′(A) for all A ∈ G and a matrix S, then either

S = 0 or S is nonsingular and the representations ρ and ρ′ are equivalent. Clearly,

if two representations are equivalent, their dimensions are equal. (3) (Orthogonality

theorem) If there are two irreducible representations ρα and ρβ of group G with

dimensions dα and dβ and matrix representatives Γα and Γβ respectively, the following

identity holds ∑
A∈G

Γα(A)ijΓβ(A−1)mn =
|G|
dα
δαβδinδjm, (C.7)

where δij is the Kronecker delta function. Note that here we considered all equiva-

lent representations to be be the same representation. A series of corollaries can be

obtained from this last theorem.

(i) If we construct |G| dimensional vectors out of these matrix elements in the

following manner: vαij = {Γα(G1)ij, Γα(G2)ij, . . . , Γα(G|G|)ij} (Gns are the distinct

elements of group G, n = 1, . . . , |G|), as we go over all α, i and j we get
∑

α d
2
α

number of orthonormal vectors. Therefore
∑

α d
2
α ≤ |G|. This also means that there

are finitely many distinct representations of a finite group G.

(ii)
∑

A∈G χα(A)χβ(A)∗ =
∑

A∈G χα(A)χβ(A−1) =
∑

A∈G Γα(A)iiΓβ(A−1)mm =

|G|
dα
δαβδimδim = |G|δαβ. Here sum over repeated indices is implied. Since, the elements

in the same conjugacy class have equal characters, this result can be rewritten as
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∑
i |Ci|χα(Ci)χβ(Ci)∗ = |G|δαβ, where the sum is over number of distinct conjugacy

classes and |C| is the number of elements in class C.

(iii) Two irreducible representations are equivalent if and only if their characters

are same. The necessary condition that if the irreducible representations are equiv-

alent, then the characters are same is clear. Conversely, let the characters χ1 and

χ2 of two irreducible representations ρ1 and ρ2 of a group are same. If they are not

equivalent, we know that
∑

A∈G Γ1(A)ijΓ2(A−1)mn = 0 ⇒
∑

A∈G χ1(A)χ2(A−1) =

0 ⇒
∑

A∈G χ1(A)χ2(A)∗ = 0 ⇒
∑

A∈G |χ1(A)|2 = 0 which is impossible. Therefore,

the sufficient condition is proved.

(iii) Let ρ be an arbitrary representation of G with representative matrices Γρ(A)

for A ∈ G. Let ρ1, ρ2, . . . ρr be the distinct irreducible representations of G. Obvi-

ously, ρ is direct sum of these irreducible representations: ρ = aαρα. Then, the

character χρ for any conjugacy class C of G can be written as χρ(C) = aαχα(C) where

χα is the character of irreducible representation ρα. The sum
∑

i |Ci|χα(Ci)∗χρ(Ci) =∑
i |Ci|χα(Ci)∗aβχβ(Ci) = aβ|G|δαβ = aα|G| implies that aα = 1

|G|
∑

i |Ci|χα(Ci)∗χρ(Ci).

This not only proves that the reduction of a representation ρ to irreducible represen-

tations ρα is unique but also gives the coefficients aα.

(iv) The number of distinct irreducible representations is less than or equal

to the number of distinct conjugacy classes in a group. The proof is simple.

We know that
∑

i |Ci|χα(Ci)χβ(Ci)∗ = |G|δαβ. Rearranging this equation, we get∑
i(
√
|Ci|/|G|χα(Ci))(

√
|Ci|/|G|χβ(Ci))∗ = δαβ. Then, if there are c number of classes,

we can construct c dimensional vectors vα = {
√
|C1|/|G|χα(C1), . . . ,

√
|Cc|/|G|χα(Cc)}.

If there are r distinct irreducible representations, we get r distinct orthonormal vectors

in this manner. Since number of orthonormal vectors can not be larger than the

dimension of the vector space, r ≤ c.

The two inequalities in (i) and (iv) are in fact equalities. This can be proven with

the help of special type of representation called regular representation ρR which repre-
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sents the action of group G on itself. This representation is defined by ρR(Gm)Gn ≡

GmGn = GpΓR(Gm)pn for Gm, Gn, Gp ∈ G. Clearly, this matrix shows the rear-

rangement of the group elements under the multiplication of Gm to the them on the

left. If GmGn = Gq, in the nth column of ΓR(Gm) all elements are zero except the

element in the qth row which is 1. This non zero element is diagonal only when

Gm is the identity element E. Therefore, the characters of non-identity element

χR(Gm) = 0 (Gm 6= E), and χR(E) = |G|. If we reduce the regular representation

into the irreducible representation ρα of G ρR = aαρα, the coefficients aα are given

by aα = 1
|G|
∑

A∈G χα(A)∗χR(A) = 1
|G| |G|χα(E)∗ = χα(E) = dα the dimension of

representation ρα. This implies that |G| = χR(E) = aαχα(E) =
∑

α d
2
α. Therefore,

the vectors vαij defined in (i) span the |G| dimensional vector space. So, any vector

v in this space can be written as v =
∑

αij cαijv
α
ij where cαij are the coefficients of

basis vectors. We call vm =
∑

αij cαijΓα(Gm)ij the component v in the “direction”

m. Now, in the case of the specific vectors v, for which all “directions” corresponding

to the elements of the same class are equal meaning that vm = vn if Gn = G−1
p GmGp

for any Gp ∈ G, vm can be written as

vm =
1

|G|

|G|∑
p=1

vn with Gn = G−1
p GmGp

=
1

|G|

|G|∑
p=1

∑
αij

cαijΓα(G−1
p GmGp)ij

=
1

|G|

|G|∑
p=1

∑
αij

cαijΓα(G−1
p )ikΓα(Gm)klΓα(Gp)lj

=
1

|G|
∑
αij

cαijΓα(Gm)kl
|G|
dα
δijδkl using Eq. C.7

=
∑
αi

1

dα
cαiiΓα(Gm)ll

=
∑
αi

1

dα
cαiiχα(Gm).

(C.8)
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Note that if number of classes is c, these special type of vectors v form an c dimensional

vector subspace. However, from Eq. C.8 we see that these vectors can be spanned by

the character vectors vα, which are a set of r (number of irreducible representations)

orthonormal vectors defined in (iv). This implies r ≥ c. Therefore, in total r = c.

Establishing the fact that there are r = c number of orthonormal vectors vα with

c = r number of components, we can construct a matrix U whose αth row is the vector

vector vα. Then, (UU†)αβ =
∑c

i=1 vαiv
∗
βi =

∑c
i=1(|Ci|/|G|)χα(Ci)χβ(Ci)∗ = δαβ

implying that U is a unitary matrix. Therefore, (U†U)ij = δij =
∑

α(
√
|Ci||Cj|/|G|)

χα(Ci)χα(Cj)∗ giving the identity
∑

α χα(Ci)χα(Cj)∗ = δij|G|/|Ci|.

From the technical discussion above, it is clear an irreducible representation (from

here on we will call them irreps) of a finite group can be recognized up to an equiv-

alence solely from its characters. Let us go back to our example group C6v. We

know that it has 6 conjugacy classes. Therefore, it has 6 inequivalent irreps. Since

C6v has 12 elements,
∑6

α=1 d
2
α = 12 where dα ≥ 1, dα ∈ Z are the dimensions of the

irreps. if there is a d6 = 3 dimensional irrep,
∑5

α=1 d
2
α = 12 − 9 = 3 which is not

possible. Also, all 1 dimensional irreps is not possible because
∑6

α=1 d
2
α = 6 < 12.

Only one 2 dimensional irrep and five 1 dimensional irreps give
∑6

α=1 d
2
α = 9. Simi-

larly, three or more 2 dimensional representations is not possible because 3×22 = 12.

Therefore, the possibility is four 1 dimensional irreps and two 2 dimensional irreps

(4×12+2×22 = 12). One of the 1 dimensional irreps has all characters to be 1. To see

this, let us choose the z axis passing through point O in Fig. C.1 as our vector space.

All vectors in this vector space remain invariant under rotations and mirror reflection

mentioned above. Therefore, the representation matrices of all the elements of C6v are

1 meaning that all characters are 1. In fact, for any finite dimensional group, there is

one representation with all characters being 1. One 2 dimensional irrep of C6v is the

one that we encountered above with the action of C6v on the 2 dimensional Euclidean

space. We show the characters of all 6 irreps in Table C.3 (the 6 rows correspond
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to the 6 different irreps). These tables are called character table. In the table, each

column corresponds to a conjugacy class (recall that all elements of the same conju-

gacy class have same character). Moreover, since the matrix representation of the

Table C.3: Character table of group C6v

C1 C2 C3 C4 C5 C6

A1 +1 +1 +1 +1 +1 +1
A2 +1 +1 +1 +1 −1 −1
B1 +1 −1 −1 +1 +1 −1
B2 +1 −1 −1 +1 −1 +1
E1 +2 −2 +1 −1 0 0
E2 +2 +2 −1 −1 0 0

identity element is always the identity matrix, the character of the class containing

(only) the identity element is the dimension of the irrep. The orthonormality of the

character vectors can be checked easily. The left column in the table shows the names

(based on [210]) of the irreps. The character tables of all the 2 dimensional and 3

dimensional point groups are given in many books [68, 67, 211] and also listed in

Bilbao Crystallographic Server (BCS) [203, 212, 213].

Before moving on to the representations of the specific groups we are interested in,

we discuss a specific example to show how the symmetry operations act on functions

on a manifold, and thus have representations on the function space. Let there be

function on 2 dimensional Euclidean space f : R2 → R. If we perform the action of

a point group element (R) on the function, we get a new a function that we write as

f ′ = ρ(R)f and f ′(r) = ρ(R)f(r) = f(R−1r) where R is the representative matrix

of the symmetry group element R in the chosen basis for the vector space that is 2

dimensional Euclidean space. Let us take the symmetry group to be Cs which contains

identity (E) and a mirror reflection M about a straight line in the 2 dimensional

plane. Therefore, ρ(E)f(r) = f(r) and ρ(M)f(r) = f(M−1r). Since M2 = E,

f(r) = ρ(E)f(r) = ρ(M2)f(r) = f(M−1M−1r) implying M−2 = 1 = M2. We define

two functions f e(r) = f(r) + ρ(M)f(r) and f o(r) = f(r) − ρ(M)f(r). Let us also
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define a vector space V containing all functions g on R2 which are linear combinations

of f e and f o; V = {g|g = cef
e + cof

o, ce, co ∈ C} with inner product of functions

g1, g2 ∈ V given by 〈g1|g2〉 =
∫
d2rg∗1(r)g2(r). With this definition of the vector space

and inner product, f e and f o are orthogonal: 〈f e|f o〉 = 〈f + ρ(M)f |f − ρ(M)f〉 =

〈f |f〉+ 〈ρ(M)f |f〉 − 〈f |ρ(M)f〉 − 〈ρ(M)f |ρ(M)f〉 = 0 since

〈ρ(M)f |ρ(M)f〉 =

∫
d2rf(M−1r)∗f(M−1r)

=

∫
d2(Mr′)f(M−1Mr′)∗f(M−1Mr′) where Mr′ = r

=

∫
d2r′f(r′)∗f(r′)

= 〈f |f〉,

〈ρ(M)f |f〉 =

∫
d2rf(M−1r)∗f(r)

=

∫
d2(M−1r′)f(M−1M−1r′)∗f(M−1r′) where M−1r′ = r

=

∫
d2r′f(r′)∗f(M−1r′) since M−2 = 1

= 〈f |ρ(M)f〉.

Note that in the second to last equality we replaced
∫
d2(M−1r′) with

∫
d2r′ because

the determinant of the Jacobian of the this transformation is −1 and the limits

of integration of one of the two coordinates get flipped too giving another − sign.

Therefore, V is a two dimensional vector space with f e and f o forming a basis.

Moreover, ρ(M)f e = ρ(M)f + ρ(M2)f = f + ρ(M)f = f e and ρ(M)f o = ρ(M)f −

ρ(M2)f = −(f − ρ(M)f) = −f o. Therefore, in this basis the representative matrices

of the group are:

Γ(E) =

1 0

0 1

 and Γ(M) =

1 0

0 −1

 . (C.9)

261



Since under the group action, f e and f o do not mix, vector space V has to invariant

subspaces: Ve = {g|g = cef
e, ce ∈ C} and Vo = {g|g = cof

o, co ∈ C}. Looking at the

character table of Cs group on Bilbao Crystallography Server shows that there are

two irreps of Cs named A′ and A′′. The subspaces Ve and Vo transform under irreps

A′ and A′′ respectively.

Now, let us go back to the C6v group in Fig. C.1 where the origin O has all 12

symmetries and each of the vertices has only a mirror reflection symmetry. The mirror

that passes through origin O and vertex 1 corresponds to the element P11; the group

of symmetries of vertex 1 is Cs = {E,P11}. The decomposition of C6v into cosets of

Cs gives

C6v = (E = P 0
1 )Cs+(P1 = P 1

1 )Cs+(P2 = P 2
1 )Cs+(P3 = P 3

1 )Cs+(P4 = P 4
1 )CS+(P5 = P 5

1 )Cs,

(C.10)

where P1 stands for rotation by an angle π/3 about origin O. Let there be basis

functions f11(r) and f12(r) centered at vertex 1 with ρ(P11)f11 = f11 (even) and

ρ(P11)f12 = −f12 (odd) and the vector space is V1 = {g1|g1 = c11f11 + c12f12, c11, c12 ∈

C}. From these two basis functions, we can get basis functions around any other

vertex by rotating the basis at vertex 1 around origin O: fiα(r) = ρ(P i−1
1 )f1α(r).

From the 12 independent basis functions, we can then construct a vector space V

of functions of the form f(r) =
∑6

i=1

∑2
α=1 ciαfiα(r) where ciα ∈ C. We are going

to consider the representation ρ of C6v on this vector space. With this choice of

basis, the element Pn (anticlockwise rotation by angle nπ/3 where n = 1, 2, 3, 4, 5)

is represented by ρ(Pn)fiα = f((i mod 6)+n)α meaning that the representative matrix

for Pn has no diagonal element implying χρ(Pn) = 0 . Each of the mirror operations

that pass through the vertices (P7, P9 or P11) has two +1 (−1) diagonal elements

for the even (odd) basis functions at the vertices it crosses. This implies χρ(P7) =

χρ(P9) = χρ(P11) = 0. Also, none of the other mirror operations (P6, P8 and P10) keep

the functions at their place. Therefore χρ(P6) = χρ(P8) = χρ(P10) = 0. Obviously
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χρ(E) = 12. The coefficients of decomposition of this representation ρ into the irreps

of C6v can be easily obtained using the formula in (iii); aA1 = (1 × 12 × 1)/12 = 1,

aA2 = (1 × 12 × 1)/12 = 1, aB1 = (1 × 12 × 1)/12 = 1, aB2 = (1 × 12 × 1)/12 = 1,

aE1 = (1 × 12 × 2)/12 = 2 and aE2 = (1 × 12 × 2)/12 = 2. Let us summarize

what we have done so far in this example. We started with representation of Cs on

vector space V1 which is clearly a direct sum of even (irrep A′) and odd (irrep A′′)

subspaces of V1. In group theory language, this is written as A′ ⊕ A′′. Acting 6-fold

rotations on the basis of V1 we created a 12 dimensional vector space V on which

the group C6v acts. We found that the representation of C6v on this vector space

is a direct sum of 1 A1, 1 A2, 1 B1, 1 B2, 2 E1 and 2 E2 irreps; A1 ⊕ A2 ⊕ B1 ⊕

B2 ⊕ 2E1 ⊕ 2E2. This representation of C6v is constructed from a specific chosen

representation of subgroup Cs. Construction of a representation ρG of a group G

from a representation ρH of its subgroup H is called induction of representation and

written as ρH ↑ G. In our example, it is (A′ ⊕ A′′) ↑ C6v = (A1 ⊕ A2 ⊕ B1 ⊕ B2 ⊕

2E1 ⊕ 2E2). The next step is to find the basis for invariant subspaces of the vector

space V . Clearly, the function
∑6

i=1 fi1 is constant under any symmetry operation

in C6v; therefore
∑6

i=1 fi1 is the basis of irrep A1. Similarly,
∑6

i=1 fi2 forms the basis

of the irrep A2, since it is constant under any rotation but gives a − sign under

any reflection. By similar inspections, the readers can convince themselves that the

functions f12− f22 + f32− f42 + f52− f62 and f11− f21 + f31− f41 + f51− f61 are basis

functions of irreps B1 and B2 respectively. To get the basis functions for 2 dimensional

irreps of C6v, we start with a function which is takes into account the dominant

symmetry (6-fold rotation) of the group:
∑6

i=n ω
n−1fn1, where ω = ei2π/6, ω6 = 1.

Then, ρ(P1)
∑6

i=n ω
n−1fn1 =

∑6
i=n ω

n−1f((n mod 6)+1)1 = ω−1
∑6

i=n ω
nf((n mod 6)+1)1 =

ω5
∑6

i=n ω
n−1fn1. Therefore, under any allowed rotation

∑6
i=n ω

n−1fn1 transforms

into a function proportional to itself. However, under the reflection P11, it gives

ρ(P11)
∑6

i=n ω
n−1fn1 =

∑6
n=1 ω

7−nfn1. Therefore,
∑6

i=n ω
n−1fn1 and

∑6
i=n ω

7−nfn1
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form an invariant subspace which by inspection transforms under E1. Similarly, one

can show that {
∑6

n=1 ω
2n−2fn1,

∑6
n=1 ω

2−2nfn1}, {
∑6

n=1 ω
n−1fn2,

∑6
n=1 ω

7−nfn2} and

{
∑6

n=1 ω
2n−2fn2,

∑6
n=1 ω

2−2nfn2} are the basis of the other three irreps E2, E1 and

E2 respectively.
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• S. Sarkar, M.E.H. Bahri, and A. Košmrlj, “Statistical mechanics of nanotubes”,
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shells”, Soft Materials Coffee Hour, Princeton University, Princeton,
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• S. Sarkar, M. Čebron, M. Brojan, and A. Košmrlj, “Elastic multipole method
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sions”, APS March Meeting, Boston, MA, March 2019.
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• S. Sarkar, and A. Košmrlj, “Image charges in 2D linear elasticity”, APS
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[27] J. Shim, S. Shan, A. Košmrlj, S. H. Kang, E. R. Chen, J. C. Weaver,
and K. Bertoldi, “Harnessing instabilities for design of soft reconfigurable
auxetic/chiral materials,” Soft Matter, vol. 9, pp. 8198–8202, 2013.

[28] S. Babaee, J. Shim, J. C. Weaver, E. R. Chen, N. Patel, and K. Bertoldi, “3D
soft metamaterials with negative Poisson’s ratio,” Advanced Materials, vol. 25,
no. 36, pp. 5044–5049, 2013.

[29] L. Wu, B. Li, and J. Zhou, “Isotropic negative thermal expansion metamate-
rials,” ACS Applied Materials & Interfaces, vol. 8, no. 27, pp. 17721–17727,
2016.

[30] H. Zhang, X. Guo, J. Wu, D. Fang, and Y. Zhang, “Soft mechanical metamate-
rials with unusual swelling behavior and tunable stress-strain curves,” Science
Advances, vol. 4, no. 6, 2018.

[31] M. Curatolo, “Effective negative swelling of hydrogel-solid composites,”
Extreme Mechanics Letters, vol. 25, pp. 46–52, 2018.

[32] K. Bertoldi and M. C. Boyce, “Mechanically triggered transformations of
phononic band gaps in periodic elastomeric structures,” Physical Review B,
vol. 77, p. 052105, 2008.

[33] J. Shim, P. Wang, and K. Bertoldi, “Harnessing instability-induced pattern
transformation to design tunable phononic crystals,” International Journal of
Solids and Structures, vol. 58, pp. 52–61, 2015.

[34] A. E. Green, “General bi-harmonic analysis for a plate containing circular
holes,” Proceedings of the Royal Society of London A: Mathematical, Physical
and Engineering Sciences, vol. 176, no. 964, pp. 121–139, 1940.

[35] R. A. W. Haddon, “Stresses in an infinite plate with two unequal circular holes,”
The Quarterly Journal of Mechanics and Applied Mathematics, vol. 20, no. 3,
pp. 277–291, 1967.

270



[36] V. G. Ukadgaonker, “Stress analysis of a plate containing two circular holes
having tangential stresses,” AIAA Journal, vol. 18, no. 1, pp. 125–128, 1980.

[37] K. Ting, K. T. Chen, and W. S. Yang, “Applied alternating method to analyze
the stress concentration around interacting multiple circular holes in an infinite
domain,” International Journal of Solids and Structures, vol. 36, no. 4, pp. 533–
556, 1999.

[38] S. K. Hoang and Y. N. Abousleiman, “Extended Green’s solution for the stresses
in an infinite plate with two equal or unequal circular holes,” Journal of Applied
Mechanics, vol. 75, no. 3, p. 031016, 2008.

[39] J. H. Michell, “On the direct determination of stress in an elastic solid, with
application to the theory of plates,” Proceedings of the London Mathematical
Society, vol. s1-31, no. 1, pp. 100–124, 1899.

[40] M. Goulian, R. Bruinsma, and P. Pincus, “Long-range forces in heterogeneous
fluid membranes,” EPL (Europhysics Letters), vol. 22, no. 2, pp. 145–150, 1993.

[41] J.-M. Park and T. Lubensky, “Interactions between membrane inclusions on
fluctuating membranes,” Journal de Physique I France, vol. 6, no. 9, pp. 1217–
1235, 1996.

[42] R. Golestanian, M. Goulian, and M. Kardar, “Fluctuation-induced interactions
between rods on a membrane,” Physical Review E, vol. 54, no. 6, p. 6725, 1996.

[43] R. Golestanian, M. Goulian, and M. Kardar, “Fluctuation-induced interactions
between rods on membranes and interfaces,” EPL (Europhysics Letters), vol. 33,
no. 3, pp. 241–246, 1996.

[44] T. R. Weikl, M. M. Kozlov, and W. Helfrich, “Interaction of conical membrane
inclusions: effect of lateral tension,” Physical Review E, vol. 57, no. 6, p. 6988,
1998.

[45] C. Yolcu and M. Deserno, “Membrane-mediated interactions between rigid
inclusions: an effective field theory,” Physical Review E, vol. 86, no. 3, p. 031906,
2012.

[46] C. Yolcu, R. C. Haussman, and M. Deserno, “The effective field theory approach
towards membrane-mediated interactions between particles,” Advances in
Colloid and Interface Science, vol. 208, pp. 89–109, 2014.

[47] X. Liang and P. K. Purohit, “A method to compute elastic and entropic interac-
tions of membrane inclusions,” Extreme Mechanics Letters, vol. 18, pp. 29–35,
2018.

[48] W. R. Smythe, “Two-dimensional potential distributions,” in Static and
Dynamic Electricity, ch. 4, pp. 63–120, Taylor & Francis, 1988.

271
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[169] A. Košmrlj and D. R. Nelson, “Response of thermalized ribbons to pulling and
bending,” Phys. Rev. B, vol. 93, p. 125431, 2016.

[170] D. Amit, Field Theory, The Renormalization Group And Critical Phenomena
(2nd Edition). International series in pure and applied physics, World Scientific
Publishing Company, 1984.

[171] H. Kleinert and V. Schulte-Frohlinde, Critical Properties of φ4-theories. World
Scientific, 2001.

280



[172] L. Radzihovsky and J. Toner, “Elasticity, shape fluctuations, and phase transi-
tions in the new tubule phase of anisotropic tethered membranes,” Phys. Rev.
E, vol. 57, pp. 1832–1863, Feb 1998.

[173] H. W. Diehl and M. Shpot, “Critical behavior at m-axial lifshitz points: Field-
theory analysis and ε-expansion results,” Phys. Rev. B, vol. 62, pp. 12338–12349,
2000.

[174] H. S. Seung and D. R. Nelson, “Defects in flexible membranes with crystalline
order,” Physical Review A, vol. 38, pp. 1005–1018, Jul 1988.

[175] S. Plimpton, “Fast parallel algorithms for short-range molecular dynamics,”
Journal of Computational Physics, vol. 117, no. 1, pp. 1–19, 1995.

[176] http://lammps.sandia.gov. Accessed in November 2019.

[177] M. Tuckerman, Statistical Mechanics: Theory and Molecular Simulation.
Oxford Graduate Texts, Oxford University Press, 2010.

[178] S. Timoshenko and J. Gere, Theory of Elastic Stability. Dover Civil and Mechan-
ical Engineering, Dover Publications, 2012.

[179] A. C. E. Reid and R. J. Gooding, “Inclusion problem in a two-dimensional
nonlocal elastic solid,” Phys. Rev. B, vol. 46, pp. 6045–6049, Sep 1992.

[180] X. Zhang and P. Sharma, “Inclusions and inhomogeneities in strain gradient
elasticity with couple stresses and related problems,” International Journal of
Solids and Structures, vol. 42, no. 13, pp. 3833 – 3851, 2005.

[181] X. Zhang, K. Jiao, P. Sharma, and B. Yakobson, “An atomistic and non-classical
continuum field theoretic perspective of elastic interactions between defects
(force dipoles) of various symmetries and application to graphene,” Journal
of the Mechanics and Physics of Solids, vol. 54, no. 11, pp. 2304 – 2329, 2006.

[182] A. E. Green, “On the linear theory of thin elastic shells,” Proceedings of
the Royal Society of London. Series A, Mathematical and Physical Sciences,
vol. 266, no. 1325, pp. 143–160, 1962.

[183] P. G. Ciarlet, C. Mardare, and M. Shen, “Saint Venant compatibility equations
in curvilinear coordinates,” Analysis and Applications, vol. 05, no. 03, pp. 231–
251, 2007.

[184] P. G. Ciarlet, L. Gratie, C. Mardare, and M. Shen, “Saint Venant compatibility
equations on a surface – application to intrinsic shell theory,” Mathematical
Models and Methods in Applied Sciences, vol. 18, no. 02, pp. 165–194, 2008.

[185] E. A. Matsumoto and R. D. Kamien, “Patterns on a roll: A method of contin-
uous feed nanoprinting,” Soft Matter, vol. 8, no. 43, pp. 11038–11041, 2012.

281

http://lammps.sandia.gov


[186] G. Librandi, M. Moshe, Y. Lahini, and K. Bertoldi, “Porous mechanical meta-
materials as interacting elastic charges,” arXiv preprint arXiv:1709.00328, 2017.

[187] M. Moshe, E. Esposito, S. Shankar, B. Bircan, I. Cohen, D. R. Nelson, and
M. J. Bowick, “Kirigami mechanics as stress relief by elastic charges,” Physical
Review Letters, vol. 122, p. 048001, 2019.

[188] M. Moshe, E. Esposito, S. Shankar, B. Bircan, I. Cohen, D. R. Nelson, and
M. J. Bowick, “Nonlinear mechanics of thin frames,” Physical Review E, vol. 99,
p. 013002, 2019.

[189] R. D. Gregory, “Green’s functions, bi-linear forms, and completeness of the
eigenfunctions for the elastostatic strip and wedge,” Journal of Elasticity, vol. 9,
pp. 283–309, Jul 1979.

[190] H. K. Moffatt, “Viscous and resistive eddies near a sharp corner,” Journal of
Fluid Mechanics, vol. 18, no. 1, pp. 1–18, 1964.

[191] S. Osher, “On green’s function for the biharmonic equation in a right angle
wedge,” Journal of Mathematical Analysis and Applications, vol. 43, no. 3,
pp. 705 – 716, 1973.

[192] J. B. Seif, “On the green’s function for the biharmonic equation in an infinite
wedge,” Transactions of the American Mathematical Society, vol. 182, pp. 241–
260, 1973.

[193] Z.-D. Song, L. Elcoro, and B. A. Bernevig, “Twisted bulk-boundary correspon-
dence of fragile topology,” Science, vol. 367, no. 6479, pp. 794–797, 2020.

[194] M. G. Vergniory, B. J. Wieder, L. Elcoro, S. S. Parkin, C. Felser, B. A. Bernevig,
and N. Regnault, “All topological bands of all stoichiometric materials,” arXiv
preprint arXiv:2105.09954, 2021.

[195] L.-H. Wu and X. Hu, “Scheme for achieving a topological photonic crystal by
using dielectric material,” Physical review letters, vol. 114, no. 22, p. 223901,
2015.

[196] M. Proctor, P. A. Huidobro, B. Bradlyn, M. B. de Paz, M. G. Vergniory,
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